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Executive Summary
This Assurance Information Request (AIR)[footnoteRef:1] findings report presents the results of a review of Performance Assurance Parties (PAPs) in relation to the identification and resolution of Meter Outstation Alarms. The primary objective of this review was to assess the compliance of Half Hourly Data Collectors (HHDCs) with their obligations under the relevant Codes of Practice (CoP) and BSC Procedure (BSCP). The report provides an analysis of these findings and a number of key insights including:
PAPs illustrated an overall high level of compliance and effective alarm management;
Best practices were observed among some PAPs that can be shared across the industry;
PAPs did encounter challenges, including delays in the processing of Meter accreditation and occasional lack of responsiveness from MOAs; and
Risk assessment and recommendations provided for next steps including; 
Promoting best practice adoption;
Encouraging collaboration; and 
Continuous monitoring and improvement of processes.
Our review encompassed individual Market Participant Identifier (MPID) level findings, which demonstrated the various processes and controls implemented by HHDCs to effectively manage Meter Outstation Alarms. These findings indicated that the PAPs adhere to their obligations and have robust systems in place for identifying, prioritising, and resolving alarms. Additionally, we observed best practices that can be shared across the industry to improve processes and controls.
Notably, some challenges were reported by the PAPs, such as delays in gaining accreditation for new Meter types, occasional lack of responsiveness from MOAs in resolving issues, and configuration errors causing false positives. However, these challenges did not significantly impact the overall compliance and performance of the HHDCs in handling Meter Outstation Alarms.
Based on the findings and best practices observed, we have conducted a risk assessment to identify potential areas of concern and have provided recommendations for next steps. These recommendations include promoting the adoption of best practices, encouraging collaboration and communication among Agents, Suppliers, and manufacturers, and continuously monitoring and improving processes to ensure that issues are addressed promptly and effectively.
Our review of the PAPs' performance in relation to Meter Outstation Alarms indicates a high level of compliance and effective management of alarms across the industry. By implementing the best practices and recommendations outlined in this report, we believe that the overall performance in handling Meter Outstation Alarms can be further enhanced, ensuring accurate and reliable settlement data for all market Participants.
Elexon proposes to engage with and provide feedback to the Retail Energy Code (REC) of the findings. This would provide consistency across the market regarding how Metering Equipment is configured to flag Meter Outstation Alarms, enabling effective identification and action.


Background and Methodology
Risk 005
The risk that a fault with SVA Metering Equipment is not resolved, such that metered data is recorded incorrectly or cannot be retrieved resulting in erroneous or estimated data in Settlement.


Settlement Risk 005, which concerns the risk of Metering System faults not being resolved in a timely manner, has the potential to result in erroneous or estimated data in Settlement. The AIR review was conducted to provide Elexon and the industry with Assurance that Meter Faults will be identified and investigated promptly, minimising the risk of Settlement Errors. The review focused on the processes associated with Meter Outstation Alarm flags in the Supplier Volume Allocation (SVA) market.
The methodology for the AIR review involved requesting documents and answers to specific questions from the selected HHDCs. The documents were checked against the relevant CoP and BSCP requirements, while the responses to the questions were used to assess the effectiveness and compliance of the HHDCs' processes for handling Meter Outstation Alarms. The review also included the assessment of challenges and barriers encountered during the process, as well as the identification of best practices.
Potential recommendations following this AIR deployment were set out in the original Risk Management Determination (RMD) presented to the PAB at its January 2023 meeting.
These included: 
Deploy the AIR technique under the same scope to cover a second set of candidates, widening the market share coverage and gaining further insight (considering both SVA and CVA);
If non-compliances have been identified, deploy another PAT (e.g. Technical Assurance of Performance Assurance Parties (TAPAP)) to understand processes within the identified non-compliances;
In the event that a formal audit finds serious non-compliances, escalate the DCs to the PAB to explain the root causes and their planned resolution approach; and/or
Provide feedback to the Retail Energy Code (REC) of any relevant findings.





Detailed Findings
The findings of the AIR review are broken down into the following categories:
Alarm investigation process;
Alarm handling guidelines;
Reporting of suspected Metering System Faults; and
Retention of original values and alarms.
Overall, the review found that all HHDCs have robust processes and controls in place to identify and resolve Meter Outstation Alarms in compliance with the relevant CoP and BSCP requirements. However, the report highlights some areas for improvement and specific challenges faced by the HHDCs, such as inconsistencies in Meter configurations, which could be addressed through cross-code and stakeholder engagement.
PAP-Specific Findings
The report presents anonymised PAP-specific findings using generic identifiers (e.g. MPID A, MPID B) to maintain confidentiality. The findings highlight differences in the processes and controls among the PAPs and identify any unique challenges or best practices observed.
MPID A Summary
MPID A provided responses and evidence demonstrating its adherence to the relevant obligations and best practices in handling Meter Outstation Alarms. It outlined its process, frequency, and reporting structure for identifying and managing these alarms. Key points from the response include:
Identifying Meter Outstation Alarms daily through a report extracted from system;
Reporting alarms to the Supplier weekly, after adding them to a master table;
Conducting internal investigations and informing the supplier via email or a D0001[footnoteRef:2] request;
Differentiating between various Outstation Meter Alarm types and prioritising them accordingly; and
Ignoring certain alarms that have no consequence (e.g., billing) or investigating time sync alarms only if more than two instances occur within seven days.
MPID A provided evidence supporting its responses, which included:
Evidence of worked alarms - demonstrating that alarms are identified and processed in accordance with relevant obligations;
Alarm Configuration - confirming that its systems are configured to detect and trigger appropriate action concerning all relevant alarm flags; and
Excerpts of Local Working Instructions (LWIs) demonstrating appropriate processes in place.
MPID A reported no significant challenges or concerns in respect of the processes associated with Meter Outstation Alarms and how they are handled by Market Participants.
MPID B Summary
MPID B provided responses and evidence demonstrating its adherence to the relevant obligations and best practices in handling Meter Outstation Alarms. It outlined its process, frequency, and reporting structure for identifying and managing these alarms. Key points from their responses include:
Identifying Meter Outstation Alarms automatically through their dialling system upon meter interrogation, each time a Meter is successfully interrogated (all active meters are being on a daily cycle);
Reporting alarms to the back-office team daily upon receipt of the suspect read triggered by the alarm;
Sending a D0001 to the MOA where relevant; and
Prioritising different Outstation Meter Alarm types and treating them accordingly.
MPID B provided evidence supporting its response, which included:
Evidence of D0001 data flows being sent as appropriate;
Screenshots and examples from systems showing that alarms are identified and processed appropriately;
Exports from the system showing how Meter alarms are processed;
LWIs for how to deal with different Meter Alarm types;
Compliance of all processes based on the provided evidence; and
Evidence of exception reports for dealing with alarms.
MPID B reported challenges related to the recognition of Meter alarms being part of the accreditation process, which can sometimes cause delays in gaining accreditation to new Meter types if issues are encountered and further communication with the supply chain and manufacturer is necessary.
MPID C Summary:
MPID C provided responses and evidence showcasing its compliance with the relevant obligations and best practices for handling Meter Outstation Alarms. It detailed its processes, frequency, and reporting structure for identifying and managing these alarms. Key points from its response included:
Identifying alarms at the point of collection, with protocols designed to flag outstation alarms to operational teams in the same way, regardless of Meter type;
Performing a weekly process to capture all potential flagging events, followed by investigation and action as necessary;
Reporting faults to the Half Hourly Meter Operator Agent (HHMOA) via D0001 (also sent to the Supplier) once deemed necessary after a full investigation; and
Prioritising different Outstation Meter Alarm types based on their likelihood to cause significant faults, with continuous power outage and phase failure alarms given the highest priority.
MPID C provided evidence supporting its response, which included:
Evidence of phase failure alarm processing;
Exports from the system showing how alarms are dealt with;
LWIs advising its Agents on how to deal with alarms;
Examples of D0001s being sent as appropriate; and
Compliance of all processes based on the provided evidence.
MPID C did not report any challenges or concerns related to the processes associated with Meter Outstation Alarms and their handling by Market Participants. It mentioned that, as a HHDC, it can only identify issues and are dependent on other Agents to resolve faults.
MPID D Summary:
MPID D provided responses and evidence demonstrating its compliance with the relevant obligations and best practices for handling Meter Outstation Alarms. It explained its processes, frequency, and reporting structure for identifying and managing these alarms. Key points from its response included:
Identifying Meter Outstation Alarms every time remote data is retrieved from a Meter, whether via overnight automated dials, ad-hoc dials or Manual Hand Held Read (HHR) download;
Performing the collection of Outstation alarms whenever the Meters are dialled, which is done overnight every day and also on an ad-hoc basis;
Reporting Outstation Alarms to the HHMOA and Supplier (other than those resolved by HHDC) as soon as they are identified and require a site visit; and
Prioritising Outstation alarms with Phase Failures due to their potential impact on billing inconsistencies and incorrect Settlement data.
MPID D provided evidence supporting its response, which included:
Evidence of the system flagging and processing Meter Outstation Alarms;
Evidence of Outstation Alarms in the system;
Evidence of its LWIs to process Meter alarms in line with the relevant obligations;
Compliance of all processes based on the provided evidence; and
Sufficient controls appearing to be in place from the evidence provided.
MPID D did not report any challenges or concerns related to the processes associated with Meter Outstation Alarms and their handling by Market Participants.
MPID E Summary:
MPID E provided comprehensive responses and evidence showcasing its robust controls and processes for handling Meter Outstation Alarms. Key points from its responses included:
Capturing alarm flags where configured in the Outstation and storing them each time a successful call is made to the outstation; 
Examining alarms at a frequency based on the alarm type and whether the data fails other validation checks;
Reporting alarms to the MOA and Supplier when necessary, with each individual occurrence reported only once;
Treating different Outstation Meter Alarm types differently, prioritising certain alarms for immediate investigation, while Phase failure flags are investigated weekly, and Power Outage flags are investigated monthly.
MPID E provided strong evidence supporting its response, which included:
Demonstrating the most robust controls among the responses;
Evidence of its system being configured to process and identify alarms as appropriate;
Presentation of evidence via a Teams call;
Evidence of appropriate action being taken in response to all alarm types; and
Robust LWIs and version control for all relevant processes.
MPID E reported challenges it faced, such as occasional lack of responsiveness from MOAs to resolve issues, configuration errors by MOAs causing false positives or no discovery, and difficulty with EDMI Meters not recording phase failures clearly, making it hard to determine if a genuine phase failure has been recorded. However, it did not have any significant concerns outstanding regarding other Agents.
MPID F Summary:
MPID F provided detailed responses and evidence demonstrating its processes and controls for handling Meter Outstation Alarms. Key points from its response included:
Retrieving alarm flags with interval data from dials and manual downloads, checked as part of daily tasks;
Investigating alarms and reporting actual issues to the MOA;
Reporting alarms to Suppliers on weekly/monthly Settlement reporting; and
Treating all alarms with the same priority level, except for phase failure alarms, which prompt a D0001 report.
MPID F provided strong evidence supporting its response, which included:
Evidence of alarms by the CoP;
Evidence of system processing alarms as appropriate and in compliance with relevant obligations;
Validation report showing work being done concerning alarms;
Evidence of appropriate action being taken in response to identified alarms; and
Robust version-controlled LWIs for processing and validating Meter Outstation Alarms.
MPID F reported that its will ignore reverse running and battery monitor alarms, as it was instructed by MOAs to stop raising them. It also expressed concerns that MOAs should take action on all alarms raised by Data Collectors (DCs) and have accountability for these. Overall, MPID F appears to be compliant based on the provided evidence, and robust controls seem to be in place.
Challenges and Barriers
The report discusses challenges and barriers encountered during the AIR review process, including difficulties in obtaining information, discrepancies in the interpretation of CoP and BSCP requirements, and limitations in the scope of the review. Based on the MPID level findings, the following challenges and barriers have been identified:
Delays in gaining accreditation to new Meter types due to the recognition of meter alarms being part of the accreditation process (MPID B);
Dependency on other Agents to resolve faults, as a HHDC can only identify issues (MPID C);
Occasional lack of responsiveness from MOAs to resolve issues (MPID E);
Configuration errors by MOAs causing false positives or no discovery (MPID E);
Difficulty with EDMI Meters not recording phase failures clearly, making it hard to determine if a genuine phase failure has been recorded (MPID E);
Ignoring reverse running and battery monitor alarms as instructed by MOAs, resulting in potential unresolved issues (MPID F); and
Concerns about MOAs taking action on all alarms raised by DCs and having accountability for these (MPID F).
The identified challenges and barriers emphasise the importance of effective communication and cooperation among market Participants, as well as the need for clear and consistent guidelines for handling Meter Outstation Alarms. Overall, the findings demonstrate that most MPIDs have robust controls and processes in place, but there is room for improvement in certain areas.
Meter configuration issues
The review identified specific challenges related to Meter types with inconsistent configurations, which complicates the processing and actioning of alarm flags for DCs. Given that MEMs (BSC SVA MOAs) now fall under the REC, cross-code and stakeholder engagement are necessary to address these challenges.
For example, one Meter type, will clear phase failure flags for every Settlement Period. Another Meter type varies its configuration for each MOA. This make it difficult to verify the authenticity of an alarm. This findings report recommends engaging with MOAs and Metering teams to address these issues and investigate the possibility of streamlining configurations to reduce inconsistencies and improve Meter Outstation Alarm handling.
A summary of obligations related to Meter Outstation Alarms within each Metering Code of Practice (CoP) is provided in Appendix 1.
The Metering CoPs do not specify the frequency of alarm triggers or explicit configurations for handling these alarms. Instead, the CoPs outline general principles and obligations for Metering Equipment and Outstations, without providing Technical Details concerning alarm frequencies.
The management of alarm triggers, including their frequency, is dependent on factors such as specific Metering Equipment, the nature and severity of errors, and the requirements of relevant Parties like the Data Communications Company (DCC).
REC MEMs and other responsible parties must ensure proper alarm flag triggering, timely issue resolution, and compliance with BSC requirements and other applicable regulations. This includes adhering to the obligations outlined within the Metering Codes of Practice (CoPs), which address aspects such as; 
Installation;
Commissioning, 
Calibration, 
Record-keeping, 
Data access, and 
Prompt action and reporting of Meter Outstation Alarms and flags.
A summary of obligations related to Meter Outstation Alarms within each Metering Code of Practice (CoP) is provided in Appendix 1. These obligations, which are detailed in CoPs 1, 2, 3, 5, and 10, emphasise the importance of monitoring facilities for Voltage Transformer (VT) phase failure, the provision of dedicated phase failure alarms, and the reporting of alarms through online communications and local Interrogation Units. Additionally, the CoPs specify requirements for local interrogation, time synchronisation, and alarm handling, such as not cancelling or deleting alarms during the interrogation process and automatic resets when issues are resolved.
BSCP502, which outlines procedures for handling Meter Outstation Alarms, emphasises the importance of proper configuration, effective communication, and timely action. The review of BSCP502 suggests that closer adherence to these requirements, alongside the Metering CoPs, could mitigate challenges associated with inconsistent Meter configurations and improve alarm handling processes.
Best Practices
The report highlights best practices observed among the PAPs, which could be shared with the wider industry to improve processes and controls. Based on our review of the MPID level findings, we have identified the following best practices that can be implemented by other Market Participants:
Identifying Meter Outstation Alarms regularly and consistently, either daily or each time a Meter is successfully interrogated, depending on the nature of the alarm type;
Prioritising and differentiating between various Outstation Meter Alarm types, ensuring that alarms with a higher likelihood of causing significant faults or billing inconsistencies, such as phase failure alarms, receive immediate attention;
Reporting alarms to the Supplier and/or MOA promptly, depending on the alarm type and the outcome of an internal investigation. This ensures timely resolution of issues and minimises the risk of incorrect Settlement data;
Implementing robust, version-controlled LWIs to guide Agents in handling Meter Outstation Alarms in compliance with the relevant obligations. Clear and up-to-date instructions help ensure consistent and accurate processing across the organisation;
Ensuring that systems are configured to accurately detect and trigger appropriate action concerning all relevant alarm flags. This includes monitoring and addressing any potential false positives or configuration errors that may affect alarm detection and reporting;
Collaborating and maintaining open communication with other Agents, Suppliers, and manufacturers in the supply chain - especially when encountering challenges or delays in gaining accreditation for new Meter types or resolving identified issues; and
Continuously monitoring and improving processes for handling Meter Outstation Alarms based on feedback, challenges, and concerns reported by other market participants, ensuring that best practices are always followed and issues are addressed promptly.


Recommendations, Next Steps and Conclusion
Recommendations and Next Steps
Potential recommendations following this AIR deployment were set out in the original Risk Management Determination (RMD) presented to the Performance Assurance Board (PAB). These potential recommendations included: 
Deploy the AIR technique under the same scope to cover a second set of candidates, widening the market share coverage and gaining further insight (considering both SVA and CVA);
If non-compliances have been identified, deploy another PAT (e.g. TAPAP) to understand processes within the identified non-compliances;
In the event that a formal audit finds serious non-compliances, escalate the DCs to the PAB to explain the root causes and their planned resolution approach; and/or
Provide feedback to the REC of any relevant findings.
Of the above recommendations, Elexon initially proposes to only progress the recommendation to engage with and provide feedback to the REC. The REC may then choose to undertake a similar exercise concerning Meter Equipment Managers (MEMs) (formerly SVA MOAs). This would provide consistency across the market regarding how Metering Equipment is configured to flag Meter Outstation Alarms, enabling effective identification and action.
The report also recommends further engagement with stakeholders involved in the process to address the identified challenges and inconsistencies in Meter configurations and develop potential solutions. This engagement will involve cross-code collaboration to ensure no duplication with the recommendations in 4.2.
The recommendation to examine the same processes in CVA is already planned under the 2023/24 Risk Operating Plan (ROP) (see Appendix 3). Concurrently, the 2022/2023 BSC Audit also provided Assurance on CVA Registrants related to this process. Elexon will consider the findings of the BSC Audit in respect of CVA Registrants and CVA MOAs to determine appropriate next steps, which could include an AIR or TAPAP checks of CVA Registrants and CVA MOAs in respect of Meter Outstation Alarms.
The report recommends no further action in respect of HHDC processes, as all the reviewed DCs demonstrated robust processes and controls, adhering to the obligations set out in BSCP502[footnoteRef:3].
Conclusion
The AIR findings report concludes that the reviewed HHDCs have demonstrated compliance with their obligations in relation to Meter Outstation Alarms, and they have implemented robust processes and controls to identify and resolve Meter faults. The overall risk of Settlement Error due to Meter Outstation Alarm issues appears low.
However, the report highlights specific challenges and inconsistencies related to Meter configurations, which warrant further engagement with stakeholders, cross-code collaboration, and potential development of solutions to address these issues.
In light of the findings, the report recommends no further action in respect of HHDC processes. However Elexon will undertake engagement with stakeholders, including Meter Equipment Managers covered by the Retail Energy Code, to address the identified challenges and inconsistencies in Meter configurations.


[bookmark: _Toc135061469]Appendix 1 Relevant obligations within Metering Codes of Practice (CoPs)
Summary of relevant obligations within the CoPs:
(Code references are included in brackets) 
Code of Practice 1:
1. Monitoring facilities for voltage transformer phase failure must be provided (5.1.3).
2. The phase failure alarm must be dedicated and remain active until the fault is resolved (5.1.3).
3. Meters with integral Outstations should report alarms related to phase failure through online communications and local Interrogation Units (5.1.3).
4. Separate Outstations may use a time-delayed alarm, reported through online communications and local Interrogation Units (5.1.3).
5. Outstations should provide an alarm output signal in the event of a supply failure (5.5).
6. Monitoring facilities should be provided for error in Outstation functionality, battery monitoring (if applicable), and interrogation port access that changes data (5.5.3).
7. Local Interrogation should be provided for commissioning, maintenance, fault finding, transfer of metering data and alarms, and time setting (5.6.1).
Code of Practice 2:
1. Monitoring facilities for voltage transformer phase failure must be provided (5.1.3).
2. The phase failure alarm must be dedicated and remain active until the fault is resolved (5.1.3).
3. Meters with integral Outstations should report alarms related to phase failure through online communications and local Interrogation Units (5.1.3).
4. Separate Outstations may use a time-delayed alarm, reported through online communications and local Interrogation Units (5.1.3).
5. Outstations should either continue normal functions after a supply failure for 120 hours or transmit an alarm signal (5.5).
6. Monitoring facilities should be provided for error in Outstation functionality, battery monitoring (if applicable), and interrogation port access that changes data (5.5.3).
7. Local Interrogation should be provided for commissioning, maintenance, fault finding, transfer of metering data and alarms, and time setting (5.6.1).
Code of Practice 3:
1. Time synchronisation of the Outstation may be performed remotely or locally (5.5.2).
2. Alarms should be provided for various conditions, including phase failure, resets, battery monitoring (if applicable), and interrogation port access that changes data (5.5.3).
3. Alarms should not be cancelled or deleted by the interrogation process and should reset automatically when resolved (5.5.3).
Code of Practice 5:
1. Time synchronisation of the Outstation may be performed remotely or locally (5.5.2).
2. Alarms should be provided for various conditions, including phase failure, resets, battery monitoring (if applicable), and interrogation port access that changes data (5.5.3).
3. Alarms should not be cancelled or deleted by the interrogation process and should reset automatically when resolved (5.5.3).
Code of Practice 10:
1. Time synchronisation of the Outstation may be performed remotely or locally (5.5.2).
2. Alarms should be provided for various conditions, including phase failure, resets, battery monitoring (if applicable), and interrogation port access that changes data (5.5.3).
3. Alarms should not be cancelled or deleted by the interrogation process and should reset automatically when resolved (5.5.3).

[bookmark: _Toc135061470]Appendix 2 Relevant obligations within BSCP502
Summary of relevant obligations within BSCP502 Half Hourly Data Collection for SVA Metering Systems Registered in SMRS
(Code references are included in brackets)

1. The Half Hourly Data Collector (HHDC) is responsible for collecting and recording all necessary Meter Period Value data, including associated alarms, for the Local Distribution System Operator (LDSO) and reporting this data to the Supplier and LDSO (BSCP502, Section 1.2).
2. The HHDC must validate Meter Data for SVA Metering Systems not enrolled by the DCC, accepting collected data for validation processing unless informed otherwise by the SVA Meter Operator Agent (MOA) (BSCP502, Section 4.1).
3. The HHDC must record all instances where data entering Settlements has been changed following instructions from the Supplier, retaining the original reading value, any associated alarms, the reason for the failure where the value is invalid, and the reason for accepting previously flagged suspect data (BSCP502, Section 4.1).
4. During the data retrieval process, the HHDC must investigate individual alarms required by the relevant Code of Practice (CoP) when flagged. If a Metering System (MS) lacks all alarm flags specified in the relevant CoP, a Dispensation under BSCP32 should exist (BSCP502, Section 4.1.4).
5. The HHDC must ensure that all cases of suspected MS faults are investigated and reported to the Supplier, SVA MOA, and LDSO as appropriate, retaining the original metered value and alarm(s), along with the reason for changes to that value (BSCP502, Section 4.1.9).
6. The HHDC must estimate data for Import and Export Metering using one of the specified data estimation methods, flagging data appropriately, and retaining any original value collected and any alarms set up at the Meter (BSCP502, Section 4.2).
7. A D0001 Request Metering System Investigation is issued when the HHDC or Supplier identifies or is made aware of a problem requiring a MS investigation by the SVA MOA. Possible reasons include, but are not limited to, data retrieval issues, data validation failures, flagged consumption data with an alarm, and requests from the Supplier (BSCP502, Section 4.4).



[bookmark: _Toc135061471]Appendix 3 Relevant sections from the Risk Operating Plan (ROP)
	Risk
	Ongoing PAT deployment (to be continued in 2022/23)
	Additional PAT deployment for 2022/23
	Additional Assurance activities for 2022/23

	005
	Error Failure Resolution (EFR) (applied following the BSC Audit)
BSC Audit (the number of work papers may be reduced following Meter Operator Agent (MOA) obligations transferring to the Retail Energy Code(REC))
Trading Disputes 
Technical Assurance of Metering (TAM)
	Education or TAPAP to be considered following an Assurance Information Request (AIR) 
	Collaborate with the REC where DCs report that faults have been raised but not resolved to ensure that action is taken by MOAs.
Desktop assessment / review to check how Meter Outstation Alarms correlate to reported Meter faults using an AIR, to ensure that Meter Outstation Alarms are being used correctly. 
TAPAP or Education to be utilised depending on the results of this assessment.

	021
	Trading Disputes, BSC Audit, EFR (applied following the BSC Audit)
	AIR and / or revisions to BSC Audit work papers aimed at understanding the provisions that Registrants have in place to validate Settlement data, resulting in:
TAPAP, Education and / or change to add BSC requirements for Registrants to validate data
	The continuation of Issue Group 103, which meets on a monthly basis to review existing controls for CVA Settlement Error prevention.
Continue to work through the areas identified for review by the PAB Meter Registrants and Settlement Risk sub group via industry consultation with Assurance actions and BSC Changes being submitted to the PAB and Issue 103 Workgroup respectively
Continue to monitor and report on the impacts of the Meter shortage via industry consultation
Continue to review GSP change points identified by our automated monitoring, investigating potential issues and working with Registrants to explain changes in import or export at GSPs
Seek to gain assurance that the Meter Outstation alarm processes are being operated effectively in both the CVA and SVA markets via the application of various PATs in respect of PAP processes and via contract management in respect of CDCA processes
Continue to develop monitoring and reporting to provide greater insight into CVA performance and with a view to identifying potential errors earlier
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