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Introduction 
Summary of Ki. and network layouts 
 
The Ki. Platform is a hosted CMS web application that connects to an Outdoor Device Network 
via LoRaWAN. The software that controls the luminaire itself is connected directly to the driver. 
 
The software sends an entire year profile to the nodes which are executed without any further 
downlinks required. Lamps can be set to switch on and off based on either Lux, Realtime Clock, 
or Solar Clock offset.  
 
Nodes communicate their switch on/off times via a daily billing uplink. If the CMS doesn't receive 
a billing uplink from a node it will not be reported in the event log and will be the responsibility of 
the MA to assign it with a default switch regime. 
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Test Evidence 
This section contains the evidence to support the requirements checklist for Central 
Management System (5.1 - Central Management System Equivalent Meter 
Test Specification) 
 
 

Test Group 1 
System Configuration 
The operator of the CMS System should demonstrate the software versioning and operating 
platforms that will be subject to approval. 
 
 
Test Evidence 
The Ki. platform source code is version controlled via Git in a private repository with monitor and 
secure user access control.  
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The release of new versions is handled after a build process and passing all the required 
automated tests. Each deployment of a new version is logged with release notes and the new 
release number.  
 

 
 
 
Ki. should need to resubmit for Elexon only upon a change release that includes core changes 
to UMSUG related data. 
 
Version: ki-master-694  
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Test Group 2 
Security 
The operator of the CMS System should demonstrate the procedures which provide secure 
access to data. Operators should only be able to access data which is relevant to them. Secure 
access procedures should be demonstrated for the following participants: 
 

● Customers 
 
 
Test Evidence 
The entire Ki. platform is behind a user login system and requires valid credentials to gain 
access. It has security measures to avoid brute force attacks and specific encryption methods 
around password storage. 
 

 
 
Users levels of access is managed via a role that is attached to the specific user. Each role 
contains specific permissions that are used throughout the platform to validate the current 
logged in user can only access what is defined. 
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Permissions are split into different types of actions within different areas of the platform and 
connecting services / features the platform offers. 

7 



 
 
The platform supports attaching additional individual permissions to a specific user if required to 
give maximum flexibility without having to expose a permission to an entire role group. 
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Data sent from a device to the platform is handled via an API layer that a Network Provider (NP) 
will be configured to send data to the Ki. platform. The endpoint requires an Authorization token 
to be sent with the request in order for the data about a device to be stored. These are handled 
by Ki. and the customer directly. Any requests without a token or an invalid token will be ignored 
by the platform. 
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Test Group 3 
Synchronisation to UTC 
The operator of the CMS System should demonstrate that the CMS System is synchronised to 
UTC, either by connection to internet time servers or a radio clock, and are accurate to within ± 
20 seconds per month. 
 
 
Test Evidence 
The timezone is configured on an application-wide level and the default is set to UTC. This will 
override any server/system times at the point of application boot. All data is transformed on the 
intake to be stored as UTC and converted on the output to the UI to the users' actual timezone. 
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Test Group 4 
Inventory control information 
The operator of the CMS System should demonstrate the addition, modification and deletion of 
Inventory Control information required for the key test scenarios specified in Section 4, either 
manually or electronically. 
 
The Data subject to testing are: 
 

●  Sub-Meter ID 
●  Effective From Data 
●  CMS Unit Reference 
●  Number of Items 
●  Switch Regime 
●  Charge Code 

 
There is also a detailed inventory test that it is input, stored and amended correctly with an 
appropriate audit trail. Note this must also demonstrate where CMS operating in more than one 
Distribution Area, inventory information is assigned to the correct sub-meter ID. The operator of 
the MA System should demonstrate the recording of the audit trail for the entries made above. 
 
 
Test Evidence 
The platform contains asset management for its own purposes but does not handle the 
Inventory files/spreadsheets. This would be produced and handled by the Unmetered Suppliers 
Operator (UMSO). The platform does handle the Sub-Meter ID, charge codes and switch regime 
attached to devices allowing a user to configure a device to generate the required information. 
The platform does have the ability to generate and export an Inventory Control information CSV 
document. 
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The Sub-Meter ID can be applied on a tenant wide level or on a specific device level within the 
application and is used when generating the Control File and Event Log file.  
 

 
 
The audit log of any changes made to a device is stored in the revisions database with a log on 
who actioned the change as well as the previous value and new value. 
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Test Group 5 
Equipment control information 
If applicable the operator of the CMS System should demonstrate the addition, modification and 
deletion of Equipment Control information required for the Scenarios described in Section 4, 
either manually or electronically. 
 
The Data subject to testing are: 
 

●  CMS Unit Reference 
●  Sum of CMS Controller devices 
●  Switch Regime 
●  Charge Code 

 
The operator of the MA System should demonstrate the recording of the audit trail for the 
entries made above. 
 
 
Test Evidence 
Charge codes and regime as stored within the database and attached to devices allowing for 
different types of regime and charge codes to be attached to a single device with multiple 
components.  
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All changes to device data is logged via the audit logger. This will store the previous state and 
new state of the data along with the User ID of the who created the action. Data can be reverted 
to a previous state if required with the entire record being reverted or a specific field of data. 
 

 
 
 
The platform has the ability to generate a Control File to be provided to UMSO to combine with 
other Non-CMS managed devices. The CMS Unit Reference is generated on output of any file 
that requires it. This uses a prefix of ‘KI’ and then is filled out for the remaining 10 characters 
with the internal platform device identifier. 
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Test Group 6 
CMS Issue Instructions 
The operator of the CMS System should demonstrate the issuing of operational switching times 
and power level instructions for CMS Units in the CMS System for the following scenarios: 
 

● Scenario 1 – Switch Regime 999; 
● Scenario 2 – Switch Regime 998; 
● Scenario 3 – Control Failure (no data for a CMS Unit); 
● Scenario 4 - Revised Data after control failure (following day). 

 

Test Group 7 
Record operational switching times and power levels 
The operator of the CMS System should demonstrate the recording of operational switching 
times and power levels for CMS Units in the CMS System for the following scenarios: 
 

● Scenario 1 – Switch Regime 999; 
● Scenario 2 – Switch Regime 998; 
● Scenario 3 – Control Failure (no data for a CMS Unit); 
● Scenario 4 - Revised Data after control failure (following day) 

 
 
Test Evidence (Combination of Test Group 6 & 7) 
Within the Ki. platform a user can create a profile which is configured on when a device should 
start action switch points. There are 3 types of profile triggers within Ki. These are: 
 

- RTCC - Time-based 
- Solar - Sunrise / Sunset offsets 
- LUX - Light level state 

 
Profile rules are created starting at midday and run till midday the following day. As Event Logs 
are per day and run midnight to midnight this may include a crossover of 2 different profiles in 
use which the Ki. platform will automatically handle and generate the correct profiles it should 
be using between the specific range. 
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The on and off points are used on end devices as rules as the when to run the specific profile. 
The switching points are the power percentage command that the device will set the luminaire 
to. If a switching point exists that is outside of the on and off points then it will not be actioned 
until the criteria is met on the end device. 
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Switch Regime 999 
 
A sample sunset to sunrise rule-based profile is shown below and will action the following 
behaviour in the given example where the sunset is 17:30 and sunrise is at 07:30. This will 
follow a switch regime 999 schedule that supports dimming levels. 
 
 

Start End Percentage 

1 hour before sunset (16:30) 17:00 0 

17:00 20:30 80 

20:30 02:30 50 

02:30 Sunrise (07:30) 80 

Sunrise  Next Profile Trigger 0 
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Scenario 1 - Switch Regime 999 
The following example shows a profile built to the below criteria with sunset at 20:00 and 
sunrise at 06:00. The profile rules specify that before sunset the device is at 0% and after 
sunrise, it is back to 0%. 
 

Start End Percentage 

Sunset 20:30 100 

20:30 22:00 75 

22:00 23:00 50 

23:00 01:00 75 

01:00  Sunrise 100 

 

 
 
The event log for the above profile has been generated for a specific day and showing the 
correct intended values based on the percentage and converted to the calculated dimming watt 
percentage. 
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Scenario 2 - Switch Regime 998 
On the Ki. platform the test device for switch regime 998 is the KiONE Node which uses 
constant power consumption and sends the commands to the luminare to what output power 
level it should action. It is within the KiONE node that the profiles and rules are handled as the 
main controller.  
 
As this type of switch regime would be continuous power is not created within the Ki. platform 
profile builder and is declared within the Control File it the number of devices that would be 
using this type and its attached charge codes. This is shown below for the 2 test records we 
have been counting in the number of devices against the Control group of items. 
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Start End Percentage 

Continuous Continuous 100 

 

 
 
Scenario 3 - Control Failure (no data for CMS Unit) 
For all devices running switch regime 999 and using a profile, we will use a daily payload that 
tells us when profiles have been triggered on and off. This will then be used to generate the 
event log for the initial start points, whilst the switching points within the device profile are used 
at the CMS level to generate the actual levels. 
 
There are multiple fallback methods Ki. tries to handle before not reporting a device within the 
event log. The Ki. platform test device does not store pending network data. Therefore if it is 
missed it will not be able to retry sending it at a later date. The Ki. platform will use below 
fallbacks based on data it does have to create event log on specific fallbacks. 
 
Scenario: A device fails to send its daily payload with switch on and off times 
Fallback: On event log generation the devices missing its daily payload will be excluded from 
the event log and will be assigned a default switch regime by the MA. If the device later 
communicates its daily payload a new version of the event log will be generated including the 
device previously missing. 
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First generation with no switch on/off data with devices ignored. 

 

 
New version generated for the same date after having switch on/off point data with device now 

included. 
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Scenario: A device has a power failure or fault relating to control programs 
Fallback: If a device has reported a fault and we know it will be at a critical level resulting in the 
luminaire not running a profile then it will not be shown inside the event log for the dates the 
fault was present. 
 

 
Day 2 - 1 device reporting, 1 device has a power failure 

 
 
 
 
Below is an audit log showing changes applied to a profile with the user responsible for the 
action logged. It can easily be reverted to any previous state if required. 
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Test Group 8 
Generate Operational Event Log - normal processing and control failure 
The operator of the CMS System should demonstrate: 
The sending of a daily operational event log (CMS and MA Separate Systems) or if applicable 
transferring of data (CMS and MA integrated Systems) of the operational switching times and 
power levels for specified CMS Units to the MA in the specified format for the following 
scenarios: 
 

●  Scenario 1 – Switch Regime 999; 
●  Scenario 2 – Switch Regime 998; 
●  Scenario 3 – Control Failure (no data for a CMS Unit); 
●  Scenario 4 - Revised Data after control failure (following day) 

 
The operator of the CMS system should demonstrate a control failure (no data for a CMS Unit) 
through the use of the correct information flag as per Scenario 3. 
 
Operational Event Log – revision to previously reported data 
The operator of the CMS System should demonstrate that data can be revised by either issuing 
a refresh or an incremental operational event log (CMS and MA Separate Systems) to the MA in 
the specified format or if applicable the transferring of revised data (CMS and MA integrated 
System) from a previous control failure. (Scenario 3) The Refresh or Incremental Flow should 
cover: 
 

●  Refresh Flow 
○ A complete refresh of the operational event logs which includes previously 

unknown data; 
○ A complete refresh of the operational event logs which includes data which has 

been amended. 
●  Incremental Flow 

○ An incremental update of operational event log which includes previously 
unknown data; 

○ An incremental update of operational event log which includes data which has 
been amended. 

 
Details of the scenarios subject to testing are given in Section 4 
Where the CMS and MA are separate Systems the operator should demonstrate that the 
operational event log has been retained for audit purposes and the audit trail is correct. 
Where the CMS and MA are integrated Systems the operator should demonstrate that the 
operational event logs can be produced for the Scenarios above for audit and testing purposes 
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Test Evidence 
The Ki. platform automatically generates the event log per day. However, commands exist to 
allow the generation of a specific date or a date range. It will go back over the data and state of 
devices on the given range and create event log files. As Ki. devices do not have the ability to 
send data after the current event time we would not have any historic data changes. Therefore 
Ki. will not regenerate revised event logs. However, the ability if data is manually added into the 
system and a specific date is asked for again it will regenerate as an incremental version as per 
the specification. 
 
 

 
 
 
Below shows an event log file generated with the first version using the assumed profile the 
device is running with a switch-on time of 20:00 and a switch-off time of 06:00. 
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The next example shows the same generation on version 2 following the Ki. platform receiving 
actual times for switching points with switch on at 20:05 and switch off at 05:30. 
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All generated event log commands are recorded at the point of generation with the file path for 
the event log along with the following data: 
 

- Sub Meter ID 
- Filename 
- Starts At (Start date of data to include in the generation) 
- Ends At (End date of data to include in the generation) 
- Nodes Total (Total number of devices in the file) 
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- Nodes Processed (Total number of actually processed nodes. This number may be less 
than the target due to possible faults resulting it not being included in the event log) 

 

 
 
Along with the file generation being recorded, each individual row that is put into the event log is 
recorded with the exact output line and additional useful information to verify its contents. 
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Test Group 9 
Volume and Performance 
The operator of the CMS System should provide tests evidence of volume and performance 
tests completed by the applicant as part of their system testing, to the accredited test agent so 
that compliance (within operational timescales) can be accessed. 
 
 
Test Evidence 
We have created 10,000 test devices on a single Sub-Meter ID to test the performance and 
scalability of the event log generation. Devices have been configured with a variety of profiles 
with 4-8 different switch points.  
 
The system can process 10,000 devices and generate them into a single event log file in 1 
minute 2 seconds which includes checking for data available and calculating the dimming watts 
at the point of generation. This also includes pushing the event log file onto an FTP server to 
make available for the MA to fetch. 
 
Below is a shown database log of a request to generate an entire days event log with 
updated_at being the final time the record was changed after the file has been uploaded. 
 

 
 
The event log is automatically generated each day and is placed on an FTP server for the MA to 
fetch. We also keep all the data that is used to generate the event log and can regenerate with a 
simple command. Event logs can be generated for a range of dates and batch process them. 
Upon request the original file can be fetched and delivered, or a command can be executed to 
generate the physical file again based on the historic data for the defined date or date ranges. 
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Test Group 10 
Operational Event Log – File format 
The operator of the CMS System should demonstrate that the operational event logs are in the 
specified format as per BSCP520 Section 4.5.2.3(c). 
 
 
Test Evidence 
The event log is generated following the required format as defined below: 
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Witness Test Evidence 
 
This section contains event logs generated on the day during the witness test session for the 
given scenarios that were demonstrated. 
 

Control switch profiles 
Generated event log showing different switch points with measure output to evidence dimming 
watt percentage versus brightness requests. 
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Control Failure - Data Assumption 
Revised data showing a different profile running based on assumptions without having any data 
from a device. Switch points are CMS driven assuming the device has run them. 
 
 

Start End Percentage 

14:30 14:40 100 

14:40 14:45 50 

14:55 END 0 
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Control Failure - Revised Data 
Evidence after device powered off during first switch point and once having actual device data 
that the revised output showed a different initial switch point and cut off at 14:40 as the lamp 
was powered off. This shows when full data is available the correct output based on the real 
output is generated as a valid revision. 
 
 

Start End Percentage 

14:34:48 14:40 100 

14:40 END 0 
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