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Introduction

Borough Smart is a generic device/asset control and monitoring platform. Discrete applications
hosted by the platform, deliver device specific control and monitoring aspects. Generic features such
as security and audit are core features of the platform that are utilised by all application verticals.

There are two apps introduced in this document:

e CMS Lighting — Control, Monitoring of lighting assets.
e Elexon — Manages the completeness, accuracy and timeliness of operational event logs and
associated data.

Operators are assigned role(s) granting them access to apps. Specific roles determine the extent of
app features available to them.

Device firmware is designed to complement application features. In this context CMS units collate
operational events and state in relation to dimming profiles, stored in device memory. Periodically
event and state information is uploaded to the application server, enabling information to be
centrally aggregated and communicated by the Elexon management app.

The system can utilise numerous persistence mechanism(s) and be hosted on any cloud platform or
on-premise.



Test Evidence

Test Group 1 — System Requirements

Test Group 1 | System Configuration Evidence that the software and operating platform is subject to version control

The CMS Test Agent should confirm the software versioning and operating platforms that will be
subject to approval.

Test 1.1 — CMS Software Version

Test Group 1 Configuration Control
Test1.1 CMS software version Non-functional
Test1.2 CMS operating platform and version Non-functional
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Borough Smart utilises optimised DevOps toolchains where all software modules, either proprietary
or shared are versioned using the Semantic Versioning scheme. All module artefacts (including open-
source dependencies) are backed up multiple times across a number of mirrored repositories,
including cloud and physical storage drives.

Borough Smart Apps and associated device software is developed collaboratively using Git version
control integrated with Jira for planning and tracking feature releases and issues.

Code developed for the system cannot be committed without an associated Jira ticket and approved
Pull Request, created as part of the code review process. All features and issues have associated Jira
epics and issues. Release notes generated for a given module consist of a list of all epics and issues
delivered in that release/version.

Secured Jira access is provided to all Borough Smart customers for their installation. This provides
access to ticket management and release notes.

Semantic versions are visible throughout the platform at the following component levels:

e Dashboard — vit.#.#
o App-vH.HH#
e Device—vit.#.#



Test 1.2 — CMS Operating Platform and Version
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Example device data shown below includes the version of the device firmware and associated

payload firmware.

cms_unit_reference
4 character varying (255)

1  elexon000001
elexon000002
elexon000003
elexon000004

a W N

elexon000005

unit_version
character varying (255)

v2.2.0
v2.2.0
v2.2.0
v2.2.0
v2.2.0

event_lpp_version
character varying (255)

v1.0.0
v1.0.0
v1.0.0
v1.0.0
v1.0.0

nema_lpp_version
character varying (255)

v2.0.0
v2.0.0
v2.0.0
v2.0.0
v2.0.0

Re-approval will be sought when there are material changes to platform features that are subject to

Elexon test criteria.



Test Group 2 — System Security

Test Group 2 | Security Evidence that data is secure and that only relevant data can be by the
The CMS System test agent should confirm the procedures which provide secure access to data.
Operators should only be able to access data which is relevant to them. Secure access
il tor:
Test Group 2 System Security
Test2.1 Customers 4.5.2.3 (i)
Test2.2 MA Functional
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Each Borough Smart instance is hosted within secure Virtual Private Networks (VPNs). Operators are
granted access to VPN instances.

Once an operator has established a secure connection with the VPN they access the system
dashboard via the login screen:

Borough Smart

Usemame *

Password *

Once authenticated the operator can only navigate apps relevant to their role(s):
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System administrators are able to create, remove, update and delete operators.

Tuesday, 30 August 2022 at 8:54:14 BST
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Operators can access and manage their personal profile, active and inactive apps are displayed and
operators can request access to locked features.

Tuesday, 30 August 2022 at 9:05:30 BST

) I

® T

Name* Lighting Parking cctv

Tim Johnson|
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hd-‘anon@gmall com
o) &
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I B
Waste Traffic Asset Status
) B &
& 4
Energy Dimming Maintenance
& B &

Administrators are able to manage the profiles of all operators in the system granting and revoking
role memberships.

All user activity within the system is audited, all user information is encrypted.

Secure SFTP servers are hosted within the VPN. System administrators can grant and revoke access
to SFTP endpoints. FileZilla and other SFTP tools can be utilised to download operational event logs:

Remote site: /home/elexon-upload
2
2 home
|

Filename Filesize Filetype Last modified Permissions  Owner/Group
elexon220221102001.log 132 log-file 03/11/2022 12:00:01 -rw-rw-r--  elexon-upload elexon-upload
elexon120221102001.log 262 log-file 03/11/2022 12:00:03 -rw-rw-r-- elexon-upload elexon-upload
elexon220221103001.log 210 log-file 04/11/2022 12:00:00 -rw-rw-r-- elexon-upload elexon-upload
elexon120221103001.log 496 log-file 04/11/2022 12:00:02 -rw-rw-r--  elexon-upload elexon-upload
elexon220221104001.log 210 log-file 05/11/2022 12:00:01 -rw-rw-r--  elexon-upload elexon-upload
elexon120221104001.log 496 log-file 05/11/2022 12:00:02 -rw-rw-r-- elexon-upload elexon-upload

7 files and 1 directory. Total size: 2,534 bytes




Test Group 3 — Synchronisation to UTC

Test Group 3 | Synchronisation to UTC Evidence that the CMS System is synchronised to UTC within + 20 seconds per month.
The CMS System test agent should confirm that the CMS System is synchronised to UTC, either
by connection to internet time servers or a radio clock, and are accurate to within + 20 seconds
per month.

Test Group 3 Synchronisation to UTC 4523 (k)
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Test 3.1 - Server Time Synchronisation

All servers in the architecture are SNTP synchronised:

Local time: Sat 2021-10-23 18:08:35 BST
Universal time: Sat 2021-10-23 17:08:35 UTC
RTC time: Sat 2021-10-23 17:08:36
Time zone: Europe/London (BST, +0100)

System clock synchronized: yes
systemd-timesyncd.service active: yes
RTC in local TZ: no

Test 3.2 - Device Time Synchronisation

Each device and gateway is equipped with an onboard GNSS receiver and continuously synchronised
to UTC. Sunset/Sunrise is calculated daily using longitude, latitude and date information.

All timestamps are stored as UTC with time zone information.

name device_time latitude longitude sunrise sunset
a , a8 a8 a8 ‘
4 character varying (255) timestamp with time zone real real integer integer
1 elexon000001 2022-11-02 15:28:19.592177+00 52.2073 -0.5538 423 993
2 elexon000003 2022-11-02 15:28:24.850864+00 52.2073 -0.5539 423 993
3  elexon000002 2022-11-02 15:28:31.133944+00 52.2073 -0.5539 423 993
4  elexon000005 2022-11-02 15:28:43.134857+00 52.2075 -0.5539 423 993

5 elexon000004 2022-11-02 15:28:43.212137+00 52.2075 -0.5539 423 993



Test Group 4a — Detailed Inventory Information

Test Group 4

Inventory control information

The CMS System test agent should confirm the processes for addition, modification and deletion
of Inventory Control information required for the key test scenarios specified in Section 4, either
manually or electronically.

The Data subject to testing is:

Sub-Meter ID
Effective From Data
CMS Unit Reference
Number of ltems
Charge Code

There is also a detailed inventory test to confirm that it is input, stored and amended correctly with
an appropriate audit trail.

The methodology for ensuring that there is a process to synchronise the details held in the CMS
and the Customer’s detailed inventory (asset database), in particular how CMS Unit References
are linked should be described.

This must also confirm that where the CMS is operates in more than one Distribution Area,
inventory information is assigned to the correct sub-meter ID.

made above.

Evidence is required that;
+ The Data is held within the CMS
+ Amendments to the Data should be demonstrated to the CMS Test Agent

Details of the methodology for synchronising Data between the CMS and the asset database.

Detailed Inventory Information can be added and updated via the Borough Smart Dashboard
individually or in batches. This section documents Test Group 4a and supports input element tests
4.1t04.1.17 in the Requirements Test Checklist

Test Ref Requirement / Details Requirement Reference
Test Group 4a Detalled Inventory information

Testd.1 Add, delete, modify manually or electronically: Functional
Test4.1.1 Road Reference Functional
Test4.1.2 Town, Parish, District Functional
Test4.1.3 Road Name Functional
Test4.1.4 Location Functional
Test4.15 Unit Type Functional
Test4.1.6 Unit Identity Functional
Test4.1.7 CMS Unit Reference Functional
Test4.1.8 Charge Gode Functional
Test4.1.9 Number of Items Functional
Test4.1.10 Switch Regime Functional
Test4.1.11 Number of Controls Functional
Test4.1.12 Control Charge Code Functional
Test4.1.13 Ordinance Survey Grid ref ‘East’ or Latitude Functional
Test4.1.14 Ordinance Survey Grid ref ‘North’ or Longitude Functional
Test4.1.15 Exit Point Functional
Test4.1.16 Distributor Functional
Test4.1.17 Sub-meter Functional
Testd.2 Audit Trail Functional

Test 4.1 — Add, delete, modify manually.

CMS_4_05-11-2022_1_Manual Test 4.1 - 4.1.17

Select ‘New Inventory Record’ from the ‘Detailed Inventory’ grid menu:

DETAILED INVENTORY ~ OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL
New Inventory Record
Upload Inventory
Detailed Inventory
Filter Inventory
Number Number Control
CMS Unit Road Road Unit Unit Charge Switch Select Grid Columns
Town/Parish/District Location of of Charge Long.
Reference Reference Name Type Identity Code Regime
tems Controls Code
Rowsperpage: S~ 0:00f0




Enter the inventory item details and select ‘Save’

Inventory Item []

CMS Unit Reference Road Reference * Town/Parish/District Road Name

Location Unit Type Unit Identity Charge Code

Number Of Items Switch Regime Number Of Controls Control Charge Code

Latitude Longitude Exit Point

SAVE CANCEL

The new inventory item will appear in the ‘Detailed Inventory’ grid:

DETAILED INVENTORY  OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL

1 selected a o
CMS Unit Road Road Unit Unit Charge Number of Switch. Number of Control Charge
Town/ParihvDi " —
Reterence Reference fown/parsh/pistict Name Locat Type dentty Code tems. Regime Controls Code Lo Latiude -
TesTeHo
cexonoa0001 London Rd Basingsioke LondonRd  BasngEast  NEMA NemAVI o o 998 o TesTcuchgcode 0 o estestpoim
Rowsperpage: S+ 1toft

Select the new inventory item by clicking the item row in the ‘Detailed Inventory’ grid. Select ‘Update’ from
the grid menu:

Inventory Item [elexon000001]
elexon000001 London Rd Basingstoke London Rd
Basing East NEMA NEMA-V1 TEST CHG Code

Number Of hems wich Regeme Nmber Of Controls

0 0 ‘TEST Ctrl Chg Code

522073 testExitPoint

To delete the record select delete rather than update.



Test 4.1 — Add, delete, modify — batch.
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Detailed Inventory Information can be added and updated via batch files. The format of the batch
files matches the order of the data elements listed 4.1.1 to 4.1.17 in the Requirements Test Checklist

B inventorylmport.txt — ~/Documents/imports

inventorylmport.txt

|
ond
ond
d
|

Select ‘Upload Inventory’ from the ‘Detailed Inventory’ grid menu:

DETAILED INVENTORY  OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL
—— New Inventory Record
i Upload Inventory
Detailed Inventory
Filter Inventory
oMs Unit Road Road unit unit charge Number of Switch Number of Control Char
Town/Parish/District Location " o Longitude Lup Select Grid Columns
Reference Reference Name Type dentity Code ttems Regime Controls Code
Rowsperpage: S+ 000f0

Drag a file into the drop zone or click the icon in the drop zone to browse the file system:

Inventory Upload

Drag and drop a file here or click

o

SAVE CHANGES




As the batch load commences an entry will appear in the ‘Inventory Import(s)’ grid. This enables the user to
monitor the status of the import, access the file that was uploaded and a report of any invalid records.

DETAILED INVENTORY  OPERATIONAL EVENTS  INVE TROL  EQUIPMENT CONT
Detailed Inventory a
o cMsum Rosd Road unt une Charge Nomber of Switch Nombar of Control Charge Ext
) TownParish/Disrct Location Longitude Latitude
Reterence Reterence Name Type gentty tems Regime Contrts cote poiet
Basing: Londen Rd 5 Newa NewAY! 1 90 0 Test e o .
LondonRd o Newa A1 0 so8 o o
00003 London Basngatcke LondonRd Basing ewa NewA o 998 0 TESTCuichgCode O testExpont
Basingtoke LondonRd BasngEast  NEWA NewAV! i o ™ o TEST Cul Chg Code
Bosingstcke LondonRd ew New o 998 0 TesTovichgCode 0
Rows per page
Inventory Import(s) [V Inventory Export(s) o
O wo Created Import Status Downioad o Created Export status Downlosd
O 9628740093409 s008 833400820012 222910583541.755 compLETED s
. .. Rowsperpage 5+ 000f0
Rowsperpage S+ 1of1

The user can filter, sort and modify the records via the dashboard or they can bulk update. This can be
achieved by amending their original batch file or downloading the detailed inventory, amending the export
and re-importing. To export the inventory in the detailed inventory grid select the download icon.

As the export commences the export detail will appear in the ‘Inventory Export(s)’ grid. Selecting the

download icon will download the file.

DETAILED INVENTORY  OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROY
Detailed Inventory a o
. cmsunt Rosd Rosd Unit unit Charge Number of Switch Number of Control Charge Exit
C Town/Parish/District Location Longitude Latitude
Reference Reference Name Type dentity Code ttems Regime Controls Code Point
N TEST CHG
O elexon00000s London R Basingstoke London R BasingEsst  NEMA NEMAVI - 0 998 o TEST Gt Chg Code 05538 522075 testExitpoint
TESTCHG
O elexon000002 London Rd London R BasingEast  NEMA NEMAVT — 0 998 0 TEST Gt Chg Code 05539 522073 testExitPoint
TESTCHO
[ elexon000004 London Rd London R BasingEast  NEMA NEMAVT 0 998 o TEST Gl Chg Code 05539 522074 testExiPoint
O elexono0o0o London R Basingstoke London R BasingEast  NEMA NeMAV reerone ° 098 o TEST Cul Chg Code 05539 522073 testExitpoint
y TEST CH
0O elexono0o0os London R Basingstoke London R BasingEast  NEMA NeMAV e o o8 o TEST Cul Chg Code 05539 522073 testExitpoint
Rowsperpage: S+ 15of$
Inventory Import(s) o i Inventory Export(s) o
0 wo Created import Status Downlosd 0 wo Created Export Status Domnlosd
[ 91628742-69b3-4299-2d94-d3340e42ca12 202211-05T18:35:41.755 COMPLETED * [ t6a78bde-1542-4da2-9841-4311a214e687 202211-05T18:38:00.170201Z COMPLETED *
Rowsperpage: S~ 11of1 Rowsperpsge: S+ 1101

Any changes made to the imported inventory items are reflected in the inventory export. In the export below
the system has automatically updated the latitude and longitude for each active device.

[ ] B f6a78bde-154a-4da2-9841-431fa214e687.txt — ~/Downloads
f6a78bde-154a-4da2-9841-431fa214e68...

London Rd,Basingstoke,London Rd,Basing East,NEMA,NEMA-V1, on@00001, TEST CHG Code,0,998,0,TEST Chg Code,52.2073,-0. testExitPoint
London Rd,Basingstoke,London Rd,Basing East,NEMA,NEMA-V1, on000002, TEST CHG C 0,998,0,TEST Chg Code,52.2073,-0.5539, testExitPoint
London Rd,Basingstoke,London Rd,Basing East,NEMA,NEMA-V1,elexon000003,TEST CHG Code,@,998,0,TEST Chg Code,52.2073,-0.5539, testExitPoint

London Rd,Basingstoke,London Rd,Basing East,NEMA,NEMA-V1,elexon000004,TEST CHG Code,®,998,0,TEST Chg Code,52.2074,-0.5539, testExitPoint
London Rd,Basingstoke,London Rd,Basing East,NEMA,NEMA-V1,elexon000005,TEST CHG Code,@,998,0,TEST Chg Code,52.2075,-0.5538, testExitPoint

~

A 1deprecation ext ) GitHub

Once the exported batch file is updated it can be imported by repeating the steps above.



Test 4.2 — Audit Trail
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There are two categories of audit captured in the system ‘Operational Audit’ and ‘Entity Audit’. Operational
audit captures the operations performed by the user at a given point in time:

uuid P created_at s updated_at 7 7 created_by 7 updated_by P operation
4 [PK] character varying (255) timestamp with time zone timestamp with time zone character varying (255) character varying (255) character varying (255)
1 8b6327d3-c378-4dSe-a501-e317e4.. 2022-11-05 18:23:07.771+00 2022-11-05 18:23:07.771+00 admin admin LOGIN
2 9944909b-209f-4c0d-a1f4-874dféc.. 2022-11-05 18:35:41.872+00 2022-11-05 18:35:41.872+00 admin admin INVENTORY_IMPORT
3 9d59857a-1665-4f76-a8e2-624111... 2022-11-05 18:38:00.275+00 2022-11-05 18:38:00.275+00 admin admin INVENTORY_EXPORT

s

Entity Audit captures entity state transitions in relation to the operations performed by a given user or the
system. Entity state is captured in two collections ELEXON_INVENTORY_ITEM and
ELEXON_INVENTORY_ITEM_AUD. The first collection captures the latest state of the entity:

cms_unit_reference created_at updated_at crea updated_by charge_code control_charge_code exit_point
4 [PK] character varying (255) timestamp with time zone timestamp with time zone character varying (255) character varying (255) character varying (255) character varying (255) character varying (255)
1 elexon000001 2022-11-05 18:35:41.803+00 2022-11-05 18:56:55.455+00  admin system TEST CHG Code TEST Ctrl Chg Code testExitPoint
2 elexon000002 2022-11-05 18:35:41.806+00 2022-11-0519:01:48.557+00  admin system TEST CHG Code TEST Ctrl Chg Code testExitPoint
3 elexon000003 2022-11-05 18:35:41.809+00 2022-11-05 18:36:41.77+00 admin system TEST CHG Code TEST Ctrl Chg Code testExitPoint
4 elexon000004 2022-11-05 18:35:41.811+00 2022-11-05 18:58:57.454+00  admin system TEST CHG Code TEST Ctrl Chg Code testExitPoint
§  elexon000005 2022-11-05 18:35:41.814+00 2022-11-0519:03:11.891+00  admin system TEST CHG Code TEST Ctrl Chg Code testExitPoint

The ELEXON_INVENTORY_ITEM_AUD table captures each revision of a given entity detailing the deltas

between each revision, for the inventory items above the audit table contains ten records which reflect the

uploaded items and the changes made by the system when the GNSS locations were automatically

synchronised:
cms_unit_reference created_at updated_at created_by a updated_by a latitude a longitude a
4 character varying (255) timestamp with time zone timestamp with time zone character varying (255) character varying (255) real real
1 elexon000001 2022-11-05 18:35:41.803+00 2022-11-05 18:35:41.803+00 admin admin 0 0
2 elexon000002 2022-11-05 18:35:41.806+00 2022-11-05 18:35:41.806+00 admin admin 0 0
3 elexon000003 2022-11-05 18:35:41.809+00 2022-11-05 18:35:41.809+00 admin admin 0 0
4 elexon000004 2022-11-05 18:35:41.811+00 2022-11-05 18:35:41.811+00 admin admin 0 0
5 elexon000005 2022-11-05 18:35:41.814+00 2022-11-05 18:35:41.814+00 admin admin 0 0
6  elexon000005 2022-11-05 18:35:41.814+00 2022-11-05 18:35:57.208+00 admin system 52.2075 -0.5538
7  elexon000002 2022-11-05 18:35:41.806+00 2022-11-05 18:36:24.551+00 admin system 52.2073 -0.5539
8  elexon000004 2022-11-05 18:35:41.811+00 2022-11-05 18:36:36.488+00 admin system 52.2074 -0.5539
9 elexon000001 2022-11-05 18:35:41.803+00 2022-11-05 18:36:38.389+00 admin system 52.2073 -0.5539
10  elexon000003 2022-11-05 18:35:41.809+00 2022-11-05 18:36:41.77+00 admin system 52.2073 -0.5539
User ‘admin’ logged in at 2022-11-05 18:23:07, then at 18:35:41 imported an inventory batch file and finally
exported the inventory contents at 18:38:00
The system retains the import and export records for audit purposes, file content for the 18:35 import:
uuid & created_by s date_created s extract P import_type s job_status s
4 [PK] character varying (255) character varying (255) timestamp with time zone oid integer character varying (255)
1  9162874a-d9b3-4a99-ad94-d3340e.. admin 2022-11-05 18:35:41.755+00 222768 0 COMPLETED
File content for the 18:38 export:
uuid 7 created_by P date_created s export_type s extract P job_status s
4 [PK] character varying (255) character varying (255) timestamp with time zone integer oid character varying (255)
1 fé6a78bde-154a-4da2-9841-431fa21.. admin 2022-11-05 18:38:00.170201+00 1 222769 COMPLETED




Test Group 4b — Inventory Control Information

Inventory Control Information can be added and updated via the Borough Smart Dashboard
individually or in batches. This section documents Test Group 4b and supports input element tests
4.3.1to0 4.3.6in the Requirements Test Checklist

Test Group 4b Inventory control information

Test4.3 Add, delete, modify manually or electronically: Functional
Test4.3.1 Sub D Functional
Test4.3.2 Effective From Date Functional
Test4.3.3 CMS Unit Reference Functional
Test4.3.4 Number of Items Functional
Test4.35 Switch Regime Functional
Test4.3.6 Charge Code Functional
Test4.4 Audit Trail Functional

Test 4.3 — Add, delete, modify manually.

CMS_4_06-11-2022_1_Manual Test 4.3 -4.3.6
Select ‘New Inventory Control Record’ from the ‘Inventory Control Information’ grid menu:

DETAILED INVENTORY  OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL
E— New Inventory Control Record
X Upload Inventory Control Information
Inventory Control Information
Filter Inventory Control Information

CMS Unit Reference Sub Meter Id Effective from Date Number of ltems Switch Regime Select Grid Columns.

Rowsperpage: 10~ 000f0

Enter the inventory control item details and select ‘Save’

Inventory Item [elexon000004]

CMS Unit Reference * Sub Meter 1D Effectve from Date

elexon000004 elexon2 2022-08-21

Switch Regime Charge Code

999 elex123

CANCEL




The new inventory control item will appear in the ‘Inventory Control Information’ grid:

DETAILED INVENTORY  OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL

Inventory Control Information g 9
D CMS Unit Reference Sub Meter Id Effective from Date Number of Items Switch Regime Charge Code
D elexon000004 elexon2 2022-08-21 1 999 elex123

Rows perpage: S5 v 1-10f 1

Select the new inventory control item by clicking the item row in the ‘Inventory Control Information’ grid.
Select ‘Update’ from the grid menu :

Inventory Item [elexon000004]

CMS Unit Reference * Sub Meter ID Effective from Date Number of Items

elexon000004 elexon2 2022-08-21 1

Switch Regime Charge Code

998 elex123

CANCEL

To delete the record select delete rather than update.



Test 4.3 — Add, delete, modify — batch.

CMS_4_06-11-2022_1_Batch Test 4.3 — 4.3.6

Inventory Control Information can be added and updated via batch files. The format of the batch
files matches the order of the data elements listed 4.3.1 to 4.3.6 in the Requirements Test Checklist

[ ] B inventoryControlinformation.txt — ~/Documents/imports

inventoryControlinformation.txt

A 1deprecation

Select ‘Upload Inventory Control Information’ from the ‘Inventory Control Information’ grid menu:

DETAILED INVENTORY ~ OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL
New Inventory Control Record
. Upload Inventory Control Information
Inventory Control Information
Filter Inventory Control Information

CMS Unit Reference Sub Meter Id Effective from Date Number of Items Switch Regime Select Grid Columns

Rows perpage: 5~ 0-00f 0

Drag a file into the drop zone or click the icon in the drop zone to browse the file system:

Inventory Upload

Drag and drop a file here or click

(+3

SAVE CANCEL




As the batch load commences an entry will appear in the ‘Inventory Control Information Import(s)’ grid. This
enables the user to monitor the status of the import, access the file that was uploaded and a report of any
invalid records.

DETAILED INVENTORY ~ OPERATIONAL EVENTS  INVENTORY CONTROL ~ EQUIPMENT CONTROL

Inventory Control Information a o
[C] CMS Unit Reference Sub Meter Id Effective from Date Number of ltems Switch Regime Charge Code
[0 elexonooo001 elexonl 2022-08-21 1 999 elex123
[0 elexono00002 elexonl 2022-08-21 1 999 elex123
[ elexon0o0003 elexonl 2022-08-21 1 999 elex123
[ elexon000004 elexon2 2022-08-21 1 998 elex123
[ elexcn00000s elexon2 2022-08-21 1 999 elex123
Rows perpage. 5~ 1505

Inventory Control Information Import(s) (VI Inventory Control Information Export(s) ]
[ uvuip Created Import Status Download uuiD Created Export Status. Download
[ 09fd6cco-ffes-469¢ bdgb-18e5b2c776df 2022-11-06T13:09:59.887 COMPLETED *

Rows perpage: 5 v 110f1 Rows perpage: 5~ 0-00f0

The user can filter, sort and modify the records via the dashboard or they can bulk update. This can be
achieved by amending their original batch file or downloading the inventory control information, amending
the export and re-importing. To export the inventory control information select the download icon in the top
RHS of the inventory control information grid.

As the export commences the export detail will appear in the ‘Inventory Control Information Export(s)’ grid.

Selecting the downloadicon = will download the file.

DETAILED INVENTORY ~ OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL

Inventory Control Information a o
D CMS Unit Reference Sub Meter Id Effective from Date Number of Items Switch Regime Charge Code
[J elexono00001 elexon1 2022-08-21 1 999 elex123
[ elexonoo0002 elexon1 2022-08-21 1 999 elex123
[ elexon000003 elexon 2022-08-21 1 999 elex123
[ elexon000004 elexon2 2022-08-21 1 998 elex123
[ elexon00000s elexon2 2022-08-21 1 999 elex123
Rows per page: 5w 1-50f5

Inventory Control Information Import(s) [¥] H Inventory Control Information Export(s) [¥]
D uuip Created Import Status Download D uuip Created Export Status Download
D 09fd6cc0-ffe5-469c-bd9b-18e5b2¢776df 2022-11-06713:09:59.887 COMPLETED ! D €5c93188-1659-489¢-94a3-d51ba63fafb2 2022-11-06T13:13:39.1574222 COMPLETED !

Rows per page: 5w 110f1 Rows per page: 5w 110f1

Any changes made to the imported inventory control items are reflected in the inventory control export.



. inventoryControlinformation.txt — ~/Documents/imports

inventoryControlinformation.txt

elexon@00001,elexonl, 2022-08-21,1,999,elex123
elexon@00002,elexonl, 2022-08-21,1,999,elex123
elexon@00003,elexonl, 2022-08-21,1,999, elex123
elexon000004,elexon2,2022-08-21,1,999,elex123
elexon@00005,elexon2,2022-08-21,1,999,elex123

trolinforma xt 04 e LF A 1deprecation UTF-8 Plain Text OG\HuD -0 Git (0)

In the export above the Switch Regime for ‘elexon000004’ has been changed to 998 from 999. Selecting the
upload inventory control menu item and selecting the modified file will result in the changes below:

DETAILED INVENTORY  OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL

Inventory Control Information a o
) cMS UnitReference 1 Sub Meter id Effectve from Date Number of tems Switch Regime Charge Code

O siexon000001 elexont 20220821 1 9%9 elex12a

20220821 1 999 ele123
20220821 1 999 elex123
20220821 1 998 elex123
lexon2 20220821 1 999 elex123
Rows perpage:  § 5

The Switch Regime value for CMS unit ‘elexon000004’ has been updated.



Test 4.4 — Audit Trail

CMS_4_06-11-2022_1_Test 4.4

Operational audit:

uuid

4 [PK] character varying (255)

1  8891e41b-00db-4eb3-bb45-f49988f1...

o o oA ow N

s

19db1db6-ae1d-4c59-9557-cdd49294...
37eb5aBa-c057-45db-b015-20455e63...
4bbbe740-3860-433a-86a5-2750e6d3...
©9d32407-22eb-4b5b-9778-bd35e58d...
a0c9778f-ca22-486f-9172-ab81645¢...

created_at

timestamp with time zone
2022-11-06 12:50:18.705+00
2022-11-06 13:04:36.033+00
2022-11-06 13:09:59.975+00
2022-11-06 13:13:39.229+00
2022-11-06 13:16:09.03+00
2022-11-06 13:17:21.201+00

s Pl

ated_at

timestamp with time zone
2022-11-06 12:50:18.705+00
2022-11-06 13:04:36.033+00
2022-11-06 13:09:59.975+00
2022-11-06 13:13:39.229+00
2022-11-06 13:16:09.03+00
2022-11-06 13:17:21.201+00

s

admin
admin
admin
admin
admin

admin

ited_by
character varying (255)

P updated_by
character varying (255)

admin
admin
admin
admin
admin

admin

7 operation
character varying (255)

LOGIN
INVENTORY_CONTROL_SAVE
INVENTORY_CONTROL_IMPORT
INVENTORY_CONTROL_EXPORT
INVENTORY_CONTROL_IMPORT
INVENTORY_CONTROL_SAVE

Entity Audit —ELEXON_INVENTORY_CONTROL_INFO

ems_unit reference  created.at  updatedat o createdby  updated_by  charge_code o effective_from_date number_of_ftems , - sub_meter_id  Swichregime ,
4 [PK] character varying (255) ¢ timestamp with time zone ¢ timestamp with time zone character varying (255) ¢ character varying (255) ¢ character varying (255) ¢ timestamp without time zone ¥ integer character varying (255) ¢ integer
1 elexon000001 2022-11-06 13:09:59.918+00  2022-11-06 13:16:08.983+400  admin admin elex123 2022:08-2100:00:00 1 elexont 999
2 elexon000002 2022-11-06 13:09:50.92400  2022-11-06 13:16:08.983+400  admin admin elex123 2022:08-2100:00:00 1 elexont 999
3 elexon000003 2022-11-06 13:09:59.922400  2022-11-06 13:16:08.983+400  admin admin elex123 2022:08:2100:00:00 1 elexont 999
4 elexon000005 2022-11-06 13:09:50.925+00  2022-11-06 13:16:08.983+400  admin admin elex123 2022:08-2100:00:00 1 elexon2 999
5 elexon000004 2022-11-06 13:01:17.184+00  2022-11-06 13:17:21.207400  admin admin elex123 2022:08:2100:00:00 1 elexon2 998

Entity Audit —ELEXON_INVENTORY_CONTROL_INFO_AUD

cms_unit_reference s » Tewpe , createdat o Updatedat o createdby o updatedby  charge.code g effective from_date o number_of_jtems , - sub_meter jd p Svitchregime
[PK] character varying (255) [PK] integer smallint timestamp with time zone timestamp with time zone character varying (255) character varying (255) character varying (255) timestamp without time zone integer character varying (255) integer
elexon000004 7565 020221106 13.01:17.184400 20221106 13.01:17.184+00  admin admin ele123 20220821 00:00:00 1 elexon2 999
elexon000004 7570 1 202211:06130117.184400 20221106 1304:36.038400  admin admin elex123 20220821 00:00:00 1 elexon2 998
elexon000001 7573 020221106 13.09:59.918400 20221106 13:09:59.918+00  admin admin ele123 20220821 00:00:00 1 elexont 999
elexon000002 7573 0 20221106 13.09:59.92400  2022-11-06 13:09:59.92+00  admin admin elex123 20220821 00:00:00 1 elexont 999
€lexon000003 7573 020221106 13:09:59.922+00 20221106 13:09:59.922+00  admin admin elex123 20220821 00:00:00 1 elexont 999
elexon000005 7573 020221106 13.09:59.925400 2022-11-06 13:09:59.925+00  admin admin ele123 20220821 00:00:00 1 elexon2 999
elexon000004 7573 1 202211061301:17.184+00  2022-11-06 13.09:59.93+00  admin admin elex123 2022:08:21 000000 1 elexon2 998
elexon000001 7578 1 202211061309:59.918400 20221106 131608983400 admin admin ele123 20220821 00:00:00 1 elexont 999
€lexon000002 7578 1 202211:061309:59.92400 20221106 131608983400 admin admin elex123 20220821 00:00:00 1 elexont 999
elexon000003 7578 1 202211061309:69.922400 20221106 131608983400 admin admin ele123 20220821 00:00:00 1 elexont 999
elexon000004 7578 1 202211:06130117.184400 20221106 131608983400 admin admin elex123 20220821 00:00:00 1 elexon2 999
€lexon000005 7578 1 202211061309:69.925400 20221106 131608983400 admin admin elex123 20220821 00:00:00 1 elexon2 999
elexon000004 7580 1 202211:06130117.184400 20221106 131721207400 admin admin ele123 20220821 00:00:00 1 elexon2 998




Test Group 5 - CMS Lighting - Issue Instructions

jjostSroupiSH{ICNS lssuelinstructions) « Evidence that the instructions were successful, except for the control failure where the necessary
Lighting CMS | The operator of the CMS System should the issuing of operati switching times business processes or local working instruction were followed showing the operational procedures taken
and power level instructions for CMS Units in the CMS System for the following scenarios: for fault correction to allow for a revised instruction the following day.

+ Scenario 1 - Switch Regime 999; « If applicable, evidence that the response to the instructions is correct..

« Scenario 2 — Switch Regime 998;
« Scenario 3 — Control Failure (no data for a CMS Unit);
« Scenario 4 - Revised Data after control failure (following day).

Details of the scenarios subject to testing are given in Section 4.
If applicable a response should be received indicating that the instruction has
been successful or unsuccessful.

Test Ref Requirement / Details Requirement Reference
Test Group 5 Lighting CMS - Issue Instructions
Test 5.1 Scenario 1 - Switch Regime 999 4523 (b)
Test5.2 Scenario 2 - Switch Regime 998 4523 (b)
Test5.3 Scenario 3 - Control Failure 4523 (b)
Test 5.4 Scenario 4 - Revised Data after control failure (following day) 4523 (b)
45.23(c)
Test5.5 Receive Response (optional) Functional

LED switching can be controlled by one of three methods:

e Onboard light level sensor with configurable LUX level threshold.
e  Onboard Sunset/Sunrise values calculated using GNSS latitude, longitude and UTC time.
e Manual override - Enables dimming schedules to be overridden.

Dimming profiles can be configured in the system using the following methods:

e Modelled in the dashboard.
e Uploaded in JSON format.

Each LED controller device supports a wide range of commands. Commands are issued via the dashboard in
the context of a given device or broadcast to a collection of devices. Commands can only be issued by users
with the correct permission/roles.

Each device persists its state transition events in an in-memory event store. All commands received and
processed by the device are audited as device events. Periodically the event store is sent to the dashboard
allowing all device events to be synchronised with the centralised event store.

During the device event synchronisation process ‘Operational Event’ records are extracted from device events
and stored separately allowing non-operational events to be filtered.

Examples of filtered events are:

e Dimming Schedule Update — Acknowledgement of a user uploading a new device dimming schedule.
e Tamper Events — Events denoting when column doors or LED enclosures have been opened/closed.
e Timer Events — Adjustments to timer periods that control device uplink message frequency.

Periodically devices send their state and event information to the dashboard via uplink messages. In the device
the frequency is defaulted to every 15 minutes and can be remotely configured. Using device events and
device state the system can identify and automatically resolve control failures.

Sending a command to a device instantly changes the local device state to the ‘expected’ state once the
command is successfully processed. The local device status changes to COMMAND_PENDING and transitions
to STATUS_PENDING when the command downlink is acknowledged by the device. When the device uplinks



are received the ‘expected’ state is compared to the ‘actual’ state of the remote device. If the ‘expected’ and
‘actual’ states match, the device status transitions to the current status of the device. On, Off, Override etc.

In the event of a control failure when issuing device instructions there will be a mismatch between the
‘expected’ and ‘actual’ state of the device. In this scenario the system will automatically replay commands to
synchronise state.

In the following section(s) the behaviour of the system as described above will be evidenced in the context of
test Scenarios 5.1 to 5.5 in the Requirements Test Checklist

Test 5.1 — Scenario 1 — Switch Regime 999

Event Time On/Off % Full Power Duration
(Circuit Watts)

1 On by lux level or by programmed event 100% 30 min

2 After 30 min 5% For 90 min

3 After 120 min 50 % For 60 min

4 After 60 min 5% For 120 min

5 After 120 min 100% Till Dawn

6 Off by lux level or by programmed event. 0% off

CMS_5_02-11-2022_1 Test 5.1
As described in the BSCP520-2

e  “Dusk” means 30 minutes after sunset.
e  “Dawn” means 30 minutes before sunrise.

The following switch regime 999 utilises the configurable device LUX ON/OFF levels. At LUX ON 35 and LUX
OFF 18 the switching times are aligned with “Dusk” and “Dawn”.

Modelling switch regime 999 in the dashboard yields the following graph. The Y-Axis relates to the DALI level
over the Y-Axis time.

Dimming Profile - Elexon 999 Dusk to Dawn

Changing the switch regime for a given device or collection of devices involves the following steps:

Step 1 —Sort, filter and select the target device(s):

o ®;

1 selected

Name Status. Last Seen Latitude Longitude Sunrise Sunset LUX Level LUX On Lux off Driver Level Schedule Name

elexon000001  OFF a few seconds ago 52.2073 -0.5539 07:03:00 16:33:.00 1323 35 18 0 HOUR TRACK

Rowsperpage: S~  1-10f1




Step 2 — With the device(s) selected click the circular device menu icon:

o 9

Step 3 — Select ‘Change Dimming Profile’

M 2022 Terms ofUse . Reperta mp e
Change Dimming Profile
Edit

Manual Override

HOUR TRACK

Step 4 — In the ‘Dimming Schedule’ modal screen select the ‘Elexon 999 Dusk to Dawn’ profile and click ‘Save
Changes':

Dimming Schedule [elexon000001]

ON 100% Elexon 999 Dusk to Dawn

18 20 22 241234567 6 18 20 2 241234567

SAVE CHANGES

Step 5 — Verify the update has been persisted by checking the ‘Schedule Name’ in the selected device:

1 selected (] Tn
Name Status Last Seen Latitude Longitude Sunrise Sunset LUX Level LUX On LUX Off Driver Level Schedule Name
elexon000001  OFF afew seconds ago 52.2073 -0.5538 07:03:00 16:33:00 274 35 18 0 Elexon 999 Dusk to Dawn

Rowsperpage: 5~  1-10f1

Step 6 — Click the ‘Events’ tab above the map to view the sequence of events persisted in the selected device.



GEO LOCATION EVENTS

Device Events

[J Name Time Command

D elexon000001 Wednesday, 2 November 2022 at 15:48:35 UTC DIMMING_SCHEDULE_UPDATE

1 selected

Name Status Last Seen Latitude Longitude Sunrise Sunset LUX Level LUX On
€lexon000001  OFF afew seconds ago 52.2073 -0.5538 07:03:00 16:33:00 178 35

Finally querying the audit table reveals the user responsible for the change:

uuid s created_at updated_at created_by
4 [PK] character varying (255) timestamp with time zone timestamp with time zone character varying (255)
1 dSdadbba-e57f-4389-a0d3-fa9bc26.. 2022-11-02 15:49:35.733+00 2022-11-02 15:49:35.733+00 admin

Value

Rows per page:

LUX Off Driver Level

18 0

Rows per page

updated_by
character varying (255)

admin

[#] 9
% Power
o
5~ 1-1of 1
o O
Schedule Name
Elexon 999 Dusk to Dawn
5~ 1-10f1
tion
pl operaf pl

character varying (255)
CHANGE_DIMMING_PROFILE

The following operational event data represents the pattern of switching events generated by CMS
Unit ‘elexon000001’ executing switch regime 999. Persisting the switch regime in non-volatile
memory ensures the CMS Unit will continue to apply the switch regime indefinitely in the event of

power failures or restarts.

cms_unit_reference event_date base_power_percentage a information_flag
4 character varying (255) timestamp with time zone real character varying (255)
1  elexon000001 2022-11-14 00:00:01+00 75 3
2 elexon000001 2022-11-14 01:00:02+00 100 3
3 elexon000001 2022-11-14 07:13:50+00 0 3
4 elexon000001 2022-11-14 16:24:11+00 100 3
5  elexon000001 2022-11-14 22:00:17+00 75 3
6 elexon000001 2022-11-14 23:00:13+00 50 3

The sequence of power level adjustments are applied in hourly increments. This switch regime and
resulting event pattern is applied throughout the following test evidence sections.



Test 5.2 — Scenario 2 — Switch Regime 998

CMS_5_02-11-2022_1_Test 5.2

Continuous burning is achieved in the system via the ‘Manual Override’ feature which can be applied to a
given device or collection of devices.

In accordance with this test the device will record the time and date of the manual override and the DALI level
selected. In this scenario the DALI level chosen will be 254 which represents the max level for the driver.

In this scenario the device will remain in this state with all other dimming features disabled until the manual
override is revoked.

Event Time On/Off % Full Power Duration
(Circuit Watts)

1 Continuous burning 100% Continuous

Changing the switch regime for a given device or collection of devices involves the following steps:

Step 1 —Sort, filter and select the target device(s):

1 selected o =
B Name Status Last Seen Latitude Longitude Sunrise Sunset LUX Level Luxon LuX off Driver Level Schedule Name
elexon000004  Override ON 100% afew seconds ago 52.2074 0.5539 07:07:00 16:29:00 878 35 18 254 Elexon 999 Dusk to Dawn
[ elexon000005  OFF a few seconds ago 52.2076 0.5538 07:07:00 16:29:00 852 35 18 0 Elexon 999 Dusk to Dawn
[0 elexon000001  OFF a few seconds ago 522073 05538 07:07.00 16:29:00 10313 35 18 [ Elexon 999 Dusk to Dawn
[0 elexon000002  OFF a few seconds ago 522073 -0.5539 07:07:00 16:29:00 547 35 18 0 Elexon 999 Dusk to Dawn
[0 elexon000003  OFF aminute ago 522074 05539 07:07:00 16:29:00 1066 35 18 0 Elexon 999 Dusk to Dawn

Rows perpage: 5 ~ 1505

Step 2 — With the device(s) selected click the device menu icon:

90

o 3

Step 3 — Select ‘Manual Override’

Step 4 — In the ‘Manual Override’” modal screen click the RHS toggle button enabling the slider:

Manual Override [elexon000004]

SAVE CHANGES

Step 5— Click “100%’ on the power slider and save the changes:

Manual Override [elexon000004]

SAVE CHANGES




Step 5 — Verify the override has been actioned on the device by checking the ‘Status’ field of the selected
device. This will indicate the current override level for the given device:

1 selected (¥} J’— H

Name Status Last Seen Latitude Longitude Sunrise Sunset LUX Level LUX On LUX Off Driver Level Schedule Name

©lexon000004  Override ON 100% a few seconds ago 52,2075 0.5539 07:03:00 16:33:00 87 35 18 254 Elexon 999 Dusk to Dawn
Rows perpage: 5 ~ 110f1

Step 6 — Click the ‘Events’ tab above the map to view the sequence of events persisted in the selected device.
The ‘MANUAL_OVERRIDE’ event entry denotes that the device has processed and confirmed the override:

Device Events 0 io

[J Name Time Command Value % Power

[ elexon000004 Wednesday, 2 November 2022 a1 16:04:14 UTC MANUAL OVERRIDE 254 100

1 selected o 9 .

Name Status Last Seen Latitude Longitude Sunrise Sunset LUX Level LUX On LuX off Driver Level Schedule Name.

€lexon000004  Override ON 100% afew seconds ago 522075 0.5539 07:03:00 163300 8s 35 18 254 Elexon 999 Dusk 1o Dawn

Finally querying the audit table reveals the user responsible for the change:
uuid created_at updated_at created_by P updated_by P operation "

4 [PK] character varying (255) timestamp with time zone timestamp with time zone character varying (255) character varying (255) character varying (255)
1 fc7aldc6-bbb6-4432-a89e-d40f54f..  2022-11-02 16:07:18.215+00 2022-11-02 16:07:18.215+00 admin admin MANUAL_OVERRIDE

The following operational event data represents the pattern of switching events generated by CMS
Unit ‘elexon000004’ executing switch regime 998. Persisting the override value in non-volatile

memory ensures the CMS Unit will continue to apply the override indefinitely in the event of power
failures or restarts.

cms_uniLrefefence a gvent_date o a base_power_percentage a information_ﬂgg a
4 character varying (255) timestamp with time zone real character varying (255)
1 elexon000004 2022-11-02 16:04:14+00 100 0
2 elexon000004 2022-11-03 00:00:00+00 100 0
3 elexon000004 2022-11-04 00:00:00+00 100 0

In this scenario CMS Unit ‘elexon000004’ continues to publish the initial override event. When
handling the initial event for subsequent settlement days the CMS system injects a synthetic event
denoting that the override is still applied for the settlement period.



Test 5.3 — Scenario 3 — Control Failure

CMS_5_02-11-2022_1_Test 5.3

As mentioned in Test 5.2 - In the event of a control failure when issuing device instructions there will be a
mismatch between the ‘expected’ and ‘actual’ state of the end device. In this scenario the system can be
configured to automatically replay commands to synchronise state.

Test 5.4 — Scenario 4 — Revised data after control failure (following day)

CMS_5_02-11-2022_1_Test 5.4

As described in Test 5.3 - Scenario 3 the system will replay commands once communication with the
failed device is re-established.

Command audit entries capture a combination of the command issued and an acknowledgement
flag. Upon receiving a device status uplink the application server checks the audit log for
unacknowledged command entries. If the state of the device matches the command profile the
acknowledgement flag is set. If the device state and command profile are inconsistent the command
is reissued.

Pending commands can be cancelled/flushed by the system administrator.

Test 5.5 — Receive Response

CMS_5_02-11-2022_1_Test 5.5

Each CMS device uses circular event buffers to audit commands that are received and processed. Once
commands are processed locally in the device, uplinks are published to synchronise state with the CMS
system. Periodic uplinks are generated by configurable timers to synchronise device initiated state transitions
with the centralised CMS database. E.g. Dimming schedule lifecycle events.

In response to CMS commands issues in sections 5.1 & 5.2 the following events were captured in each device
and synchronised with the CMS:

1. 15:48 UTC - Device elexon000001 updates its dimming schedule.
. 16:00 UTC — Device elexon000004 updates its dimming schedule.
3. 16:04 UTC — Device elexon000004 via manual override issued DALI Level 254 turning on its LED at
100% power.

GEO LOCATION EVENTS

.‘b

Device Events

O

[0 nName Time Command Value % Power
[:l elexon000001 Wednesday, 2 November 2022 at 15:48:35 UTC DIMMING_SCHEDULE_UPDATE 2 o
[ elexon000004 Wednesday, 2 November 2022 at 16:00:10 UTC DIMMING_SCHEDULE_UPDATE 2 )

[ elexon0o0004 Wednesday, 2 November 2022 at 16:04:14 UTC MANUAL OVERRIDE 254 100

Rows per page: - 130f3




Test Group 6 - Record operational switching times and power levels

Test Group 6 | Record operational switching times and power levels

Lighting CMS « Evidence that the data recorded is correctly in the CMS

The operator of the CMS System should the ing of i itching times « Evidence that the audit trail is correct.

« Scenario 1 — Switch Regime 999;

+ Scenario 2 — Switch Regime 998;

« Scenario 3 — Control Failure (no data for a CMS Unit);

« Scenario 4 - Revised Data after control failure (following day)
Details of the scenarios subject to testing are given in Section 4.
The operator of the CMS System should demonstrate the audit trail for the above
scenarios.

Test Group 6 Lighting CMS - Record operational switching times and power levels

Test 6.1 Scenario 1 - Switch Regime 999 45.2.3 (b)

Test 6.2 Scenario 2 - Switch Regime 998 4523 (b)
4523(c)

Test 6.3 Scenario 3 - Control Failure 4523 (b)
4523(c)

Test 6.4 Scenario 4 — Revised Data after control failure (following day) 4523 (b)
4523(c)

Test 6.5 Audit Trail 4523()

Test 6.1 — Scenario 1 — Switch Regime 999
CMS_6_02-11-2022_1 _Test 6.1

Prerequisites for this test were captured in Test 5.1 — Scenario 1 —Switch Regime 999 where steps 1 to 6
demonstrated how the following dimming schedule is modelled and applied within the CMS system and
connected devices —in this scenario a device with CMS Unit Reference ID: elexon000001 has had dimming
profile 999 configured:

Dimming Profile - Elexon 999 Dusk to Dawn

In the context of a device, dimming profiles are received and persisted in EEPROM enabling state to be
maintained in the event of power outage or communication failure with the CMS. Using its RTC the device will
continue to execute the dimming profile in isolation. Switching events generated from executing the dimming
profile are persisted and periodically sent to the CMS system for state synchronisation.

In the screenshot below elexon000001 has stored the Elexon 999 profile locally and is communicating the
profile ID of the profile stored in memory. In this scenario ‘Elexon 999 Dusk to Dawn’ is the profile name the
device is also communicating the UTC Sunset and Sunrise values that it has calculated locally based on the
device RTC and Geo Lat/Lon.



o,

1 selected o =

Name Status Last Seen Latitude Longitude Sunrise Sunset LUX Level wxon Lux off Driver Level Schedule Name

€lexon000001 ON 100% a few seconds ago 522073 -0.5539 07:03.00 16:33.00 20 35 18 254 Elexon 999 Dusk to Dawn
Rows perpage.  § v ol

For elexon000001 the following operational events were published by the device and synchronised with the
CMS system:

cms_unit_reference a event_date a base_power_percentage a
4 character varying (255) timestamp with time zone real

1 elexon000001 2022-11-02 16:20:10+00 100




Test 6.2 — Scenario 2 — Switch Regime 998

CMS_6_02-11-2022_1_Test 6.2

Prerequisites for this test were captured in Test 5.2 — Scenario 2 — Switch Regime 998 where steps 1 to 6
demonstrated how the 998 Switch Regime was modelled and applied within the CMS system.

Below device with CMS Unit Reference ID: elexon000004 has received and applied the manual override
command. In this state the device overrides/ignores the dimming schedule and maintains the command
defined driver level indefinitely.

GEO LOCATION

1 selected

Name

elexon000004

1 selected

Name

elexon000004

EVENTS

Time

Wednesday, 2 November 2022 at 16:04:14 UTC

Status Last Seen Latitude

Override ON 100% afew seconds ago 522075

Longitude

05539

07:03:00

Sunset

16:33:00

Command

MANUAL OVERRIDE

LUX Level

Value

Rows per page:

LUXOn LUX Off Driver Level

35 18 254

Rows per page:

'lb

% Power

Schedule Name

Elexon 999 Dusk to Dawn

5+ 1101

For elexon000004 the following operational events were published by the device and synchronised with the
CMS system. Until the manual override is reversed this would continue to be the latest event published by the

device:

cms_unit_reference a
4 character varying (255)

1 elexon000004

event_date
timestamp with time zone

2022-11-02 16:04:14+00

real

base_power_percentage a

100

Note: As mentioned previously the device continues to publish the above event until manually reversed. In
order to ensure the completeness and accuracy of the daily ‘Operational Event’ log the system will continue to
insert a daily record at 00:00:00 reflecting the 100% base power percentage for the device.



Test 6.3 — Scenario 3 — Control Failure

CMS_6_02-11-2022_1_Test 6.3

In the event of a communication failure CMS Units/Devices continue to execute their EEPROM programmed
dimming schedules despite being disconnected from the CMS network.

CMS Unit/Device RTCs are synchronised periodically via GPS/GNSS fixes. Device events continue to be
persisted in a circular buffer. Event timestamps capture the date and time of the event creation synchronised
with the device RTC.

Operational events are a subset of the data captured within device events. Operational events are created by
the application server upon receipt of device events. Using the ‘CMS Unit Reference’ and ‘Event Timestamp’ as
the primary key the system records each event at the exact time it was created by the device, to the nearest
millisecond.

DALI levels are translated to ‘Base Power Percentage’ using a dimming curves for the associated drivers.
Dimming curve administration is audited within the system.

Within the application server CMS Units that are experiencing control failures are highlighted when their last
communication timestamp exceeds the expected messaging interval for their device type.

In the following test scenario the device elexon00005 has been disconnected from the network at 17:00:00
UTC on the 2022-11-02 which means all communication from the device is ignored.

The last event communicated by the device indicates the ballast switched on at 16:39:07 UTC at 100% of base
power.

cms_unit_reference a base_power_percentage event_date information_flag a
A character varying (255) real timestamp with time zone character varying (255)
1 elexon000005 100 2022-11-02 16:39:07+00 3

At 10:00:00 on the 2022-11-03 the dashboard reflects the state of ‘elexon000005’ when it was ‘Last Seen’ 17
hours ago.

1 selected o =

B Name 1 Status Last Seen Latitude Longitude Sunrise Sunset LUX Level LUx on LUX Off Driver Level Schedule Name

[[] elexon000001 OFF a few seconds ago 522073 0.5539 07:09:00 16:28:00 2230 35 18 0 Elexon 999 Dusk to Dawn
[] elexon000002 OFF a few seconds ago 522073 0.5539 07:09:00 16:28:00 1804 35 18 0 Elexon 999 Dusk to Dawn
[] elexon000003 OFF a few seconds ago 52.2074 0.5539 07:09:00 16:28:00 2041 35 18 0 Elexon 999 Dusk to Dawn
[] elexon000004 Override ON 100% a few seconds ago 52.2074 0.5539 07:09:00 16:28:00 4095 35 18 254 Elexon 999 Dusk to Dawn
elexon000005  ON 100% 17 hours ago 52.2075 0.5538 07:09:00 16:28:00 1252 35 18 0 Elexon 999 Dusk to Dawn

Rows perpage: 5 ~ 1-50f5

For the dimming profile 999 the system expects another five events to be published by the device within the
2022-11-02 17:00:00pm - 2022-11-03 10:00:00pm 17hr window.

Once the device communication is re-established the server reconciles the missing events.



Test 6.4 - Scenario 4 - Revised Data after control failure (following day)

CMS_6_03-11-2022_1_Test 6.4

In scenario 3. CMS Unit/Device ‘elexon00005’ was disconnected from the network at 2022-11-02
17:00:00 UTC. The last event communicated by the device indicates the ballast switched on at
16:39:07 UTC at 100% of base power.

Despite being disconnected from the network the device continues to execute the dimming profile
and accumulate event data during the lifecycle of the dimming schedule.

Generating the operational event log at 10:00:00 UTC yields the following results for log version 1 :

. elexon220221102001.log — ~/Downloads

elexon220221102001.log

Helexon220221102001
elexon000004160414100.00
elexon000005163907100.00
To000004

A

e LF A 1deprecation

The log captures the events prior to the disconnect omitting the 2 expected events to complete the
entries for the 2022-11-02 settlement day.

At 2022-11-03 10:30 UTC CMS unit ‘elexon000005 ‘ is reconnected. Shortly after the latest state of
the device is reflected in the dashboard indicating that the device re-connection has been successful:

o
1|

Latitude Longitude Sunrise Sunset LUX Level Lxon ot Driver Level
522073 05539 071300 162400 3se 35 1 o
522073 05538 071300 162400 w9 3 ® o

522074 05539 71300 162400 a7 3s 1 o

[=N=l=Na=) T

o
522074 05539 071300 162400 328 35 1
o;

522076 05538 71300 162400 4 3 ® o

Generating the operational event log at 2022-11-03 10:35:00 UTC yields the following results for log
version 2:

. elexon220221102002.log — ~/Downloads
elexon220221102002.log
Helexon220221102002
elexon000004160414100.00
elexon000005163907100.00
elexon000005220006075.00
elexon000005230009050.00
T0000006

S

A 1deprecation  UTF-8

The missing events have been reconciled between the device and the application server.



Test Group 7 — Lighting CMS - Generate Operational Event Log

Test Group 7
Lighting CMS

Generate Operational Event Log - normal processing and control failure
The operator of the CMS System should demonstrate:
The sending of a daily operational Event Logs ( with operational switching times and power levels
for specified CMS Units to the MA in the specified format for the following scenarios:
« Scenario 1 — Switch Regime 999;
« Scenario 2 — Switch Regime 998;
« Scenario 3 — Control Failure (no data for a CMS Unit);
« Scenario 4 - Revised Data after control failure (following day)
The operator of the CMS system should demonstrate a control failure (no data for a CMS Unit)
through use of the correct information flag as per Scenario 3.
Operational Event Log - revision to previously reported data

The operator of the CMS System should demonstrate that data can be revised by issuing an
incremental operational Event Log to the MA in the specified format. (Scenario 3) The incremental
Event Log should cover:

« Anincremental update of operational Event Log which includes previously unknown
data;

« An incremental update of operational Event Log which includes data which has been
amended.

Details of the scenarios subject to testing are given in Section 4

The operator should demonstrate that the operational Event Log has been retained for audit
purposes and the audit trail is correct.

Evidence that:

The operational Event Logs have been successfully created;

The operational Event Log values are correct;

The operational Event Logs are sent on a daily basis

The operation Event Logs are in the specified file format (See Test Group 12)

The operational Event Log headers correctly identify the Event Log version where incremental Event
Logs have been created

The audit trail is correct and the operational Event Logs have been retained for audit purposes

Test Group 7 Lighting CMS - Generate Operational Event Log

Test7.1 Scenario 1 - Switch Regime 999 4523 (b)
4523 (c)

Test7.2 Scenario 2 - Switch Regime 998 4523 (b)
4523 (c)

Test7.3 Scenario 3 - Control Failure 4523 (b)
4523 (c)

Test7.4 Scenario 4 — Revised Data after control failure (following day) 45.2.3 (c)

CMS_7_03-11-2022_1_Test7.1-7.4

The following dashboard excerpt lists five CMS devices which have been actively sending uplinks
between 2022-11-03 00:00:00 UTC and 2022-11-03 23:59:59 UTC:

Devices

O Name © Status Last Seen Latitude Longitude Sunrise

D elexon000001 OFF 16 minutes ago 522073 0.5538 07:07:00
D elexon000002 OFF 16 minutes ago 52.2073 0.5539 07:07:00
[0 elexon000003  OFF 17 minutes ago 522074 -0.5539 07:07:00
D elexon000004 Override ON 100% 16 minutes ago 52.2074 -0.5539 07:07:00
[0 elexon000005  OFF 16 minutes ago 52.2076 -0.5538 07:07:00

Sunset

16:29:00
16:29:00
16:29:00
16:29:00

16:29:00

o =
LUX Level Luxon Lux off Driver Level Schedule Name

10313 35 18 0 Elexon 999 Dusk to Dawn
547 35 18 0 Elexon 999 Dusk to Dawn
1066 35 18 0 Elexon 999 Dusk to Dawn
878 35 18 254 Elexon 999 Dusk to Dawn
852 35 18 0 Elexon 999 Dusk to Dawn

Rowsperpage: 5~ 1505

In the inventory control excerpt shown below the five CMS devices are assigned to two Sub Meter
IDs and two switch regimes:

DETAILED INVENTORY ~ OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL
Inventory Control Information

[J cMs UnitReference Sub Meter Id Effective from Date
O elexon000001 elexon 20220821

D ‘elexon000002 elexonl 2022-08-21

[ elexon000003 elexon 20220821

[ elexon000004 elexon2 20220821

[ elexon000005 elexon2 20220821

Number of Items.

a o
Switch Regime Charge Code
999 elex123
999 elex123
999 elex123
998 elex123
999 elex123
Rowsperpage: S+  150f§




The following DB extract is the operational data collected for sub meter ID ‘elexon1’. CMS Units
‘elexon000001’ to ‘elexon000003’ are running switch regime 999:

cms_unit_reference gvenLdate ) a sub_meter_id a base_power_percentage a information_flag a
4 character varying (255) timestamp with time zone character varying (255) real character varying (255)
1 elexon000001 2022-11-03 00:00:18+00 elexon1 75 3
2 elexon000001 2022-11-03 01:00:10+00 elexon1 100 3
3 elexon000001 2022-11-03 07:22:54+00 elexon1 03
4 elexon000001 2022-11-03 16:50:20+00 elexon1 100 3
5  elexon000001 2022-11-03 22:00:13+00 elexon1 75 3
6  elexon000001 2022-11-03 23:00:03+00 elexon1 50 3
7 elexon000002 2022-11-03 00:00:06+00 elexon1 75 3
8  elexon000002 2022-11-03 01:00:06+00 elexon1 100 3
9  elexon000002 2022-11-03 07:25:42+00 elexon1 03
10  elexon000002 2022-11-03 16:35:48+00 elexon1 100 3
11 elexon000002 2022-11-03 22:00:01+00 elexon1 75 3
12 elexon000002 2022-11-03 23:01:53+00 elexon1 50 3
13 elexon000003 2022-11-03 00:00:11+00 elexon1 75 3
14 elexon000003 2022-11-03 01:00:16+00 elexon1 100 3
15  elexon000003 2022-11-03 07:25:10+00 elexon1 03
16  elexon000003 2022-11-03 16:33:33+00 elexon1 100 3
17 elexon000003 2022-11-03 22:01:34+00 elexon1 75 3
18  elexon000003 2022-11-03 23:00:05+00 elexon1 50 3

The following DB extract is the operational data collected for sub meter ID ‘elexon2’. This excerpt
includes the data reconciled after the simulated control failure of device ‘elexon5’ detailed in Test
6.4 Scenario 4. ‘elexon000004’ is running switch regime 998. Information flag zero denotes 998
manual override, the event date 2022-11-03 00:00:00+00 has been generated from the original
manual override event date which occurred during the previous settlement day:

cms_unit_reference event_date a sub_meter_id a8 base_power_p g 8 f _flag a
A character varying (255) timestamp with time zone character varying (255) real character varying (255)
1  elexon000004 2022-11-03 00:00:00+00 elexon2 100 0
2 elexon000005 2022-11-03 00:01:44+00 elexon2 75 3
3 elexon000005 2022-11-03 01:00:07+00 elexon2 100 3
4 elexon000005 2022-11-03 07:28:01+00 elexon2 03
5  elexon000005 2022-11-03 16:34:48+00 elexon2 100 3
6 elexon000005 2022-11-03 22:00:05+00 elexon2 75 3
7  elexon000005 2022-11-03 23:00:01+00 elexon2 50 3

The following SFTP client snapshot lists the operational log files that have been automatically
uploaded to the shared SFTP location:

Remote site: /home/elexon-upload °
7
? home
Filename Filesize Filetype Last modified A Permissions  Owner/Group
.cache Directory 27/08/2022 00:50:29 drwx------ elexon-upload elexon-upload
viminfo 728 File 30/08/2022 13:57:01 N elexon-upload elexon-upload
elexon220221102001.log 132 log-file 03/11/2022 12:00:01 -rw-rw-r-- elexon-upload elexon-upload
elexon120221102001.log 262 log-file 03/11/2022 12:00:03 -rw-rw-r--  elexon-upload elexon-upload
B clexon220221103001.log log-file 04/11/2022 12:00:00 elexon-upload elexon-upload
B elexon120221103001.log log-file 04/11/2022 12:00:02 elexon-upload elexon-upload
Selected 2 files. Total size: 706 bytes




Content of log file elexon120221103001.log for sub meter ID ‘elexon1:

] elexon120221103001.log

Helexon120221103001
elexon@@0001000018875.
elexon@@0001010010100.
elexon@@8001872254000.
elexon@80001165020100.
elexon@80001220013075.
elexon@80001230003050.
elexon@80002080006075.
elexon@80002010006100.
elexon@80002072542000.
elexon@8B082163548100.
elexon@80002220001075.
elexon@80002230153050.
elexon@800@3000011075.
elexon@80003010016100.
elexon@8@0@3072510000.
elexon@8@0@3163333100.
elexon@8B0@3220134075.
elexon@8B0@3230005050 .
Teeoeee2e

Content of log file elexon220220826001.log for sub meter ID ‘elexon2:

o elexon120221103001.log

Helexon120221103001
elexon@80001000018075.
elexon@80001010010100.
elexon@80001072254000.
elexon@80001165020100.
elexon@80001220013075.
elexon@80001230003050.
elexon@80002000006075.
elexon@80002010006100.
elexon@80002072542000.
elexon@80002163548100.
elexon@80002220001075.
elexon@80002230153050.
elexon@80003000011075.
elexon@80003010016100.
elexon@80003072510000.
elexon@80003163333100.
elexon@80003220134075.
elexon@80003230005050.
Teeeee2e




Test 7.5 - Lighting CMS - Generate Operational Event Log

Test7.5 Avalilable daily (Separate CMS and MA System) 4523 (b)

CMS_7_03-11-2022_1_Test 7.5

The operational log batch service is utilised by configurable schedulers to manage the timeliness of
log file generation. The schedulers can be configured to meet specific MA requirements.

The operational log batch service delivers the following features:

e Batch job execution & exception management.

e Complete audit of batch job execution including log file backup.

e Completeness, timeliness and accuracy checks.

e Operational log revision monitoring & control — complete refresh or deltas.

Operational Log Revision Monitoring and Control

The operational log export process generates an expected event profile for each CMS unit. If the
expected event profile is not met the system generates an exception report.

In the exception scenario the system is able to revise the data through a complete refresh or
incremental revisions once the exceptions have been resolved (See test 7.4).

Revised exports can be initiated either through the CMS dashboard or REST APl as shown here:

OperationalEventService Operatonal Event Controler v
/portal/api/operationalEvent Page Operational Event ]

/portal/api Event/export Export Oy L]

Parameters Try it out

Name Description

exportDate
,,,,, a exportDate

exportDate - exportDate

,,,,, exportFrom

exportFrom - exportFrom
exportTo
exportTo

exportTo - exportTo

version
intoger(sintee) VErSion

version - version

Responses Response content type

Code Description

200
oK

Example Valus | Mode!

Unauthorized
Forbidden

Not Found



Test 7.7 - Lighting CMS - Generate Operational Event Log — Audit Trail

Test7.7

Audit Trail

45

2.3 (j)

CMS_7_04-11-2022_1_Test 7.7

Operational events and event logs can be reviewed and accessed within the CMS system dashboard:

DETAILED INVENTORY ~ OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL

Operational Events a o
[ cMs unit Reference Event Date Base Power Percentage Information Flag
[0 elexon00000s Thursday, 3 November 2022 at 1:00:07 UTC 100 3
D elexon000005 Thursday, 3 November 2022 at 16:34:48 UTC 100 3
[0 elexonoo000s Wednesday, 2 November 2022 at 22:00:06 UTC 75 3
O elexon000005 Thursday, 3 November 2022 at 7:28:01 UTC 3 3
[0 elexonooooos Wednesday, 2 November 2022 at 23:00:09 UTC 50 3
Rows per page: 20 ~ 120 of 51 >
Operational Event Export(s) [}
O uvuo Created Export Status Download
D 8f375aae-638d-4b05-b5f0-6fecd0c33d03 2022-11-03712:00:00.245259Z COMPLETED i
[0 5db91e20-36a0-43a1-9612-90975648cc73 202211-03T12:00:01.784262 COMPLETED 3
[ d50ochio-ea7r-4401-8615-ec5c9bbo50S3 202211 OATIZ00001 50552 COMPLETED s
[0 897e6bd0-71b8-4a2f-aa7a-41662ffca034 2022-11-04T12:00:01.05454Z COMPLETED !
Rows perpage: 5 v 140f4
L o ) .. . .
Users with ‘elexon’ permissions are able to sort, filter and download operational events for
dlagnostlc purposes.
The system audits and retains operational log exports:
uuid s created_by date_created s extract P job_status s name s
4 [PK] character varying (255) character varying (255) timestamp with time zone oid character varying (255) character varying (255)
1  8f375aae-638d-4b05-b5f0-6fecdOc... system 2022-11-03 12:00:00.245259+00 221816 COMPLETED elexon220221102001.log
2 5db91e20-36a0-43a1-961a-909756... system 2022-11-03 12:00:01.78426+00 221817 COMPLETED elexon120221102001.log
3 dS0ccbf3-ea7f-4401-86f9-ec5¢c9bb..  system 2022-11-04 12:00:00.155055+00 222240 COMPLETED elexon220221103001.log
4 897e6bd0-71b8-4a2f-aa7a-41662ff.. system 2022-11-04 12:00:01.05454+00 222241 COMPLETED elexon120221103001.log

In the above excerpt audit records have been created that capture the ‘system’ generated daily
exports of the operational event logs. Any manual user initiated exports are also audited. The audit
records here match the data produced for Test Group 8 data captured in this section.



Test Group 11 - Volume and Performance

Test Group Volume and Performance Evidence of volume and performance tests provided to the CMS Test Agent.
1

The operator of the CMS System should provide tests evidence of volume and performance tests
completed by the applicant as part of their system testing, to the CMS Test Agent so that
with i i can be

Test Group 11 Volume and Performance

Test 11.1 Compliance with operational timescales Functional

CMS_11_14-11-2022_1_Test 11.1

Using the ‘Inventory Control’ batch import feature introduced in Test Group 4B the following
inventory file with 14995 test records was imported — the CMS system now is managing a total of
15000 CMS Units across 3 Sub Meter IDs — elexon1, elexon2, elexon3:

[ ] . InventoryControlPerfomanceTestimport.txt — Documents/imports — ~/Documents/imports

InventoryControlPerfomanceTestimport.txt

elexon@14995,elexon3,2022-08-01,1,999,elex123
elexon014996,elexon3, 2022-08-01,1,999,elex123
elexon@14997,elexon3,2022-08-01,1,999,elex123
elexon@14998,elexon3,2022-08-01,1,999, elex123
elexon014999,elexon3,2022-08-01,1,999,elex123
elexon@15000,elexon3,2022-08-01,1,999, elex123

A 1deprecation UTF-8 PlainText C) GitHub -G

The following is the audit record for the batch upload — 14995 records were successfully persisted:

job_name start_time end_time status read_count write_count a
4 character varying (100) timestamp without time zone timestamp without time zone character varying (10) bigint bigint
1 importinventoryControlinform... 2022-11-14 09:37:53.124 2022-11-14 09:39:57.844 COMPLETED 14995 14995

For each of the 14995 inventory control records, six events were generated and inserted into the
operational event log totalling 89970 records matching the 999 event pattern.

The following excerpt highlights the repeating pattern of events from elexon000006 to
elexon015000:

cms_unit_reference event_date base_power_percentage a informaﬂon_ﬂgg a8
A character varying (255) timestamp with time zone real character varying (255)
1 elexon000006 2022-11-13 00:00:00+00 75 3
2 elexon000006 2022-11-13 01:00:00+00 100 3
3 elexon000006 2022-11-13 07:18:00+00 03
4 elexon000006 2022-11-13 16:29:00+00 100 3
5  elexon000006 2022-11-13 22:00:00+00 75 3
6  elexon000006 2022-11-13 23:00:00+00 50 3
7  elexon015000 2022-11-13 00:00:00+00 75 3
8  elexon015000 2022-11-13 01:00:00+00 100 3
9  elexon015000 2022-11-13 07:18:00+00 03
10  elexon015000 2022-11-13 16:29:00+00 100 3
11 elexon015000 2022-11-13 22:00:00+00 75 3
12 elexon015000 2022-11-13 23:00:00+00 50 3



At 12:00:00 on the 14-11-2022 the automated export commenced initiating an export for each sub

meter ID:
job_name start_time end_time a status read_count
4 character varying (100) timestamp without time zone timestamp without time zone character varying (10) bigint
1 exportEventStep 2022-11-14 12:00:00.217 2022-11-1412:02:19.398 COMPLETED 89970
2 exportEventStep 2022-11-1412:02:21.122 2022-11-14 12:02:21.481 COMPLETED 18
3  exportEventStep 2022-11-14 12:02:22.236 2022-11-14 12:02:22.488 COMPLETED 7

write_count
bigint

89970
18
7

Three operational event logs were generated and uploaded to the SFTP server totalling 89995 — five
events less than the potential 90000 total due to elexon000004 running the 998 switch regime:

Remote site: /home/elexon-upload

v 29

v ?homa

elexon-upload

Filename Filesize Filetype Last modified Permissions  Owner/Group
elexon320221113001.log 2,339,248 log-file 14/11/2022 12:02:21 -rw-rw-r--  elexon-upload elexon-upload
elexon120221113001.log 496 log-file 14/11/2022 12:02:22 -rw-rw-r--  elexon-upload elexon-upload
elexon220221113001.log 210 log-file 14/11/2022 12:02:23 -rw-rw-r-- elexon-upload elexon-upload

Selected 1 file. Total size: 210 bytes

Checking the footer of each file confirms all events are accounted for:

[ ] [ ] elexon320221113001.log — ~/Downloads

elexon320221113001.log
CLECAUINIVLDUYUYUYUUYYUY /. VY

elexon015000010000100.
elexon015000071800000.
elexon015000162900100.

elexon015000220000075.
elexon015000230000050.
T0089972 ~

A 1deprecation UTF-8 ’la 2 (.) GitHub  -©- Git (0)

[ ] [ ] elexon220221113001.log — ~/Downloads

elexon220221113001.log

CLCAUIIYYUYUYUYIOUYUUYUYUOU/D.Y
elexon000005010012100.
elexon000005072844000.
elexon000005162251100.
elexon000005220012075.
elexon000005230006050.

T0000009 ~

A 1deprecation UTF-8  Plain Text ‘.) GitHub -O- Git (0)

[ ] [ ] elexon120221113001.log — ~/Downloads

elexon120221113001.log

CLEAUIIYUYYUYIUYUUYLIOU/D. Y
elexon000003010000100.
elexon000003072428000.
elexon000003162302100.
elexon000003220007075.
elexon000003230019050.
T0000020

A 1deprecation UTF-8 PlainText ) GitHub -0 Git (0)




Test Group 12 — Data Output Requirements

Test Group Evidence that the operational Event Logs are in the correct format including the Filename, Trailer and the following
{2 key data fields:
= Header identifier
* Sub-Meter ID
Operational Event Log - File format « Date
The operator of the CMS System should demonstrate that the operational event « Version
logs are in the specified format as per BSCP520 Section 4.5.2.3(c). + CMS Unit reference
+ Time
» Percentage of base power
« Information Flag
Each CMS Unit Reference has a different time (HHMMSS) reported for each entry
Test Ref Requirement / Details Requirement Reference
Test Group 12 Operational Event Log
Test 12.1 File Format 45.2.3(c)
Test12.2 Filename 45.2.3(c)
Test12.3 Header identifier 45.23(c)
Test12.4 Sub-Meter ID 45.23(c)
Test 12.5 Date 45.2.3(c)
Test 12.6 Version 45.23(c)
Test12.7 CMS Unit reference 45.2.3(c)
Test12.8 Time 45.23(c)
Test 12.10 Percentage of base power 4523 (c)
Test 12.10 Information Flag 45.2.3(c)
Test 12.11 Trailer 45.2.3(c)

The operator of the CMS System should demonstrate that the operational event logs are in the
specified format as per BSCP520 Section 4.5.2.3(c).

Test 12.1—12.11 — File Format Evidence

CMS_12_03-11-2022_1_Test 12.1-12.11

In Test 4.1 five CMS units were uploaded to the CMS system with CMS unit ID elexon000001 —
elexon000005

Devices o =
[ Name 7 Status Last Seen Latitude Longitude Sunrise Sunset LUX Level LUX On LUX Off Oriver Level Schedule Name

D elexon000001 ON 100% a minute ago 522073 0.5539 07:05:00 16:31:00 16 35 18 254 Elexon 999 Dusk to Dawn
[J elexon000002  ON 100% aminute ago 522073 05539 07.0500 1631:00 3 35 18 254 Elexon 999 Dusk to Dawn
[ elexon000003  ON 100% a few seconds ago 52.2074 0.5539 07:05:00 16:31:00 3 35 18 254 Elexon 999 Dusk to Dawn
[0 elexon000004  Override ON 100% a minute ago 522074 -0.5539 07.05:00 16:31:00 2 35 18 254 Elexon 999 Dusk to Dawn
[0 elexon000005  ON100% a few seconds ago 522075 0.5538 07:05:00 16:31:00 2 35 18 254 Elexon 999 Dusk to Dawn

Rows perpage: 5 v 150f§

CMS Units — elexon000001 — elexon000003 are assigned to Sub Meter ID — elexon1 and
elexon000004 — elexon000005 are assigned to Sub Meter ID — elexon2 as shown in the test
Inventory Control Information:




DETAILED INVENTORY ~ OPERATIONAL EVENTS  INVENTORY CONTROL  EQUIPMENT CONTROL

Inventory Control Information a o
D CMS Unit Reference 1 Sub Meter Id Effective from Date Number of Items Switch Regime Charge Code

O] elexon000001 elexon? 20220821 1 999 clex123

O elexon000002 elexonl 2022-08-21 1 999 elex123

[ elexon000003 elexon? 20220821 1 999 clex123

[ elexon000004 elexon2 20220821 1 998 clex123

O] elexon00000s elexon2 20220821 1 999 clex123

Rows per page: 5~ 1-50f §

Running a query across the inventory control and operational event data for events between 2022-
11-03 00:00:00+00 and 2022-11-03 23:59:59+00 for Sub Meter ID — elexon1 yields the following
results:

cms_unlLreferenct.a event_date a sub_meter_id ) a base_power_percentage a8 information_flag a
4 character varying (255) timestamp with time zone character varying (255) real character varying (255)
1 elexon000001 2022-11-03 00:00:18+00 elexon1 75 3
2 elexon000001 2022-11-03 01:00:10+00 elexon1 100 3
3 elexon000001 2022-11-03 07:22:54+00 elexon1 03
4 elexon000001 2022-11-03 16:50:20+00 elexon1 100 3
5  elexon000001 2022-11-03 22:00:13+00 elexon1 75 3
6  elexon000001 2022-11-03 23:00:03+00 elexon1 50 3
7 elexon000002 2022-11-03 00:00:06+00 elexon1 75 3
8  elexon000002 2022-11-03 01:00:06+00 elexon1 100 3
9  elexon000002 2022-11-03 07:25:42+00 elexon1 03
10  elexon000002 2022-11-03 16:35:48+00 elexon1 100 3
11 elexon000002 2022-11-03 22:00:01+00 elexon1 75 3
12 elexon000002 2022-11-03 23:01:53+00 elexon1 50 3
13 elexon000003 2022-11-03 00:00:11+00 elexon1 75 3
14 elexon000003 2022-11-03 01:00:16+00 elexon1 100 3
15  elexon000003 2022-11-03 07:25:10+00 elexon1 03
16  elexon000003 2022-11-03 16:33:33+00 elexon1 100 3
17 elexon000003 2022-11-03 22:01:34+00 elexon1 75 3
18  elexon000003 2022-11-03 23:00:05+00 elexon1 50 3

Events are grouped and ordered by CMS Unit Reference and event date.
CMS_12_03-11-2022_1_Test 12.2

Using settlement day 2022-11-03 and Sub Meter ID elexon1 the CMS system generated and
uploaded operational event log elexon120221103001.log the content of which is shown below:

CMS_12_03-11-2022_1_Test 12.10
CMS_12_03-11-2022_1_Test 12.11

Note: In this scenario the information flag has been replaced by space character.

[ ] elexon120221103001.log

Helexon120221103001
elexon@00001080018075.
elexon@0@8001610010100.
elexon@0@8001872254000.
elexon@@80011650208100.
elexon@88001220013075.
elexon@86001230003050 .
elexon@880020880006075.
elexon@86002010006100.
elexon@860020872542000.
elexon@88002163548100.
elexon@80002220001075.
elexon@80002230153050.
elexon@@00@3000011675.
elexon@@0003010016108.
elexon@80003872510000.
elexon@80003163333100.
elexon@80003220134075.
elexon@@8003230005050 .
Teeeeo2e




Using settlement day 2022-11-03 and Sub Meter ID elexon2 the CMS system persisted the following

records:

cms_unit_reference
4 character varying (255)

1 elexon000004
2 elexon000005
3 elexon000005
4 elexon000005
5 elexon000005
6 elexon000005
7 elexon000005

event_date
timestamp with time zone

2022-11-03 00:00:00+00
2022-11-03 00:01:44+00
2022-11-03 01:00:07+00
2022-11-03 07:28:01+00
2022-11-03 16:34:48+00
2022-11-03 22:00:05+00
2022-11-03 23:00:01+00

sub_meter_id a base_power_percentage
character varying (255) real

elexon2
elexon2
elexon2
elexon2
elexon2
elexon2

elexon2

100
75
100
0
100
75
50

information_flag a
character varying (255)

0
3
3

File elexon220221103001.log is the operational log uploaded to the SFTP server for the 2022-11-03

settlement day.

® ® ® elexon220221103001.log

Helexon220221103001

elexon@@0004000000100.
elexon@@00050001440875.
elexon@@0005010007100.
elexon@@0005072801000.
elexon@@0005163448100.
elexon@@0005220005075.
elexon@@0005230001050.

Teeoeee9

Note: CMS Unit ID elexon000004 is running switch regime 998. In agreement with the MA the
system has replaced the original 998 switch event (generated prior to the settlement day) with an
entry that reflects the current settlement day, specifically 2022-11-03 00:00:00+00. This will be done
until the switch regime for the CMS unit is updated.

The file name and content adheres to the specified file format as per BSCP520 Section 4.5.2.3(c)



